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Abstract 
The prevalence of scams proliferating via online platforms has been identified as 
an emerging societal problem resulting in large-scale financial losses for victims. 
Online scams typically rely for their success on the generation of fake but convincing 
user profiles to conceal the identities of the scammers from the people being tricked 
into parting with their money. The increasing sophistication of generative artificial 
intelligence (GenAI), which can produce outputs indistinguishable from real content, 
thus carries the risk of being adopted by fraudsters to assist in the enactment of online 
scams. This article considers the risks of the potential uptake and use of GenAI 
applications by online scammers operating in the sharing economy, with a focus on 
homestay-marketplace platforms and, in particular, the largest such platform, Airbnb.
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1. Introduction 
Recent years have seen significant advancement in the sophistication, accessibility, 
and adoption of technologies rooted in artificial intelligence (AI) and machine 
learning. This growth trend is projected to continue in the immediate future. The 
extensive range of AI applications includes systems designed for the prevention and 
detection of criminal activity. Conversely, the technology also carries the risk of being 
misused to facilitate crime, with the potential for criminal exploitation increasing 
concomitantly with the expanding capabilities and adoption of AI tools. Some AI-
facilitated threats emerge as an extension of pre-existing criminal activity, whilst 
others are novel, and such threats can, for the most part, be generated by using AI 
tools that are openly available to the public. 

Recent explorative research efforts have sought to identify and pre-emptively 
anticipate potential threats from AI-assisted crime (Caldwell et al., 2020; Cross, 
2022; King et al., 2020; Wach et al., 2023). Such studies have tended to focus broadly 
on crime in general and on AI in general, without a specific focus on the crime and 
AI sub-sets. The focus of this article is on the crime sub-set of online scams and, 
in relation to online scams, the specific threats posed by generative AI (GenAI). 
In many cases, online scams are enabled by the digital distribution of a message 
that involves some form of trickery or misrepresentation, where scammers falsely 
advertise services or products, or impersonate someone they are not, with the goal 
of financially or personally exploiting victims (Brooks, 2023). Given the increasing 
sophistication of GenAI, and the fact that its outputs are becoming impossible for 
human users to detect as not real (Miller et al., 2023; Nightingale & Farid, 2022), 
I discuss the implications thereof, and whether this technology could lead to an 
expansion of online scam operations. 

Whether operating as social media sites, sharing-economy platforms, or e-commerce 
marketplaces, the central premise of several big tech online platforms is that they 
allow users to connect with one another online for the purpose of value exchange, 
with that exchange being either social or commercial. In many cases, these digital 
platforms have become ubiquitous and central to contemporary life, generating 
global user bases measured in billions. The prevalence of online scams that proliferate 
via popular big tech platforms has been identified as an emerging societal problem 
and has drawn the attention of lawmakers. For example, in the UK, Members of 
Parliament have argued that online platforms ought to be required to protect their 
users from fraudulent advertisements and scams (Thomas, 2022), and bankers have 
called on social media companies to reimburse victims of online fraud, accusing them 
of profiting from the scams proliferating on their platforms (Clark, 2023). 



AJIC Issue 33, 2024        3

Risks of generative artificial intelligence (GenAI)-assisted scams

AJIC Issue 30, 2022

 

Social media users have been lured into scams via platforms such as Facebook, 
Instagram, and WhatsApp (Clark & Wood, 2023), often incurring considerable 
financial losses while enduring emotional anguish. Equally, users of sharing-
economy and e-commerce websites have also been lured into scams through the false 
representation of various services or products, as is discussed in more detail below.

In this article, I consider the potential uptake of GenAI applications by scammers 
for use in acts of deceptive speech online on homestay-marketplace platforms, with 
a specific focus on Airbnb. 

2. Objectives, definitions, and methodology
A great deal of existing literature and public debate is focused on the ethical and social 
ramifications of AI, and on regulating and controlling its civil uses, including, for 
example, in the education sector (Zawacki-Richter et al., 2019) and digital content 
creation (Hermann, 2021). AI-assisted crime, as a distinct phenomenon, has yet to 
be broadly recognised as an important area for study (King et al., 2020). Nonetheless, 
a limited collection of recent research studies has considered the potential of AI to 
assist bad actors in committing crimes (see Caldwell et al., 2020; Cross, 2022; King et 
al., 2020). Since the widespread adoption of AI tools available for public use is still a 
recent development, the field of studies of AI-assisted crime is symmetrically young. 
Understandably, the problem has several facets and possible use-case scenarios for 
the adoption of AI in crime that have yet to be investigated or critiqued by literature. 
This article aims to contribute to filling this research gap, to a limited degree, by 
foregrounding the possible uptake of GenAI by online scammers in the realm of one 
type of online sharing-economy platform: homestay marketplaces.

Definitions of AI are contested (García-Peñalvo & Vázquez-Ingelmo, 2023), and 
the term is applied in many contexts that do not result in the production of content. 
In this article, I concentrate specifically on GenAI—or, more specifically, on openly 
available machine-learning technologies that produce content (text, images, audio, or 
video) directed by prompts or inputs of the user via a front-end user interface.

Crime includes a broad range of criminal acts, including scams. A scam is a form of 
fraud that is achieved through trickery that results in financial gain for the perpetrator 
and financial loss for the victim. Scams have proliferated on online sharing-economy 
platforms, with such scams typically relying on varying degrees of misrepresentation 
for their success. 

The purpose of this study was to explore the extent to which GenAI holds the 
potential to be adopted as a new tool by scammers to assist their activities. The 
contribution made by this study can only be classified as speculative, as there is, at 
present, no empirical evidence available to measure the adoption and use of GenAI 
by scammers in acts of deceptive speech online. Measurements of the adoption of 
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GenAI by online scammers might be provided in future reports by monitoring or 
law enforcement agencies that collect victim reports, but these are yet to be compiled 
or published. Also, while technologies for the detection of GenAI content are under 
development and could possibly be of use in research in future, these are currently 
lagging in developmental progress relative to GenAI applications (Heikkilä, 2023). 
Currently, research efforts aiming to perform direct measurements of scammer-
produced online content would be hampered in the identification of such content 
for inclusion in a data corpus since AI-generated material is often indistinguishable 
from genuine content (Miller et al., 2023; Nightingale & Farid, 2022). 

Accurate measures of the quantity and frequency of online scams are also difficult 
to establish since the domain in question is extremely broad, presumably present on 
the platforms of all large online-intermediary platform firms. For example, scams 
involving deceptive communications proliferate via email (Isacenkova et al., 2014) 
and text messaging (McCormick, 2023) campaigns, and on Facebook (Shah, 2023), 
Instagram (Clark & Wood, 2023; Stouffer, 2022), YouTube (Patel, 2023), Uber (Dent, 
2022), Lyft (Holmes, 2019; Kerr, 2019; Turkos, 2019), Airbnb (Fergusson, 2021), 
Crewbay (Gillespie, 2023), Tinder (Ropek, 2022), Grindr (Igual, 2018; Igual, 2023; 
Sekudu, 2023), Amazon ( Jones, 2023; Walsh, H., 2023; Wood, 2023), Trustpilot 
(Marsh, 2023), Tripadvisor (Giuffrida, 2018; O’Neill, 2018; Tripadvisor, 2023), 
Booking.com (Low & Fakim, 2023; Mann, 2019; Vahl, 2022) and several others. The 
enforcement and crime prevention authorities of various countries release periodic 
reports detailing indicators such as fraud reportage statistics and gross losses (ABS, 
2023; Brooks, 2023; Mzekandaba, 2023; UK Finance, 2022). Such reports, while 
conducted sporadically, depending on the resources and research capacity employed 
by each country’s investigative agencies, and while unable to provide a combined 
global measurement, nonetheless indicate that the proliferation of online fraud and 
scams is enormous. 

The insights offered in this article are informed by the examination of a dataset 
that I collected for a separate research project, which investigated the structure of 
mediated communicative practices used by scammers to lure victims via Airbnb.1 The 
methodology comprised a netnographic thematic qualitative content analysis of 600 
units of user-generated content in which victims related their personal experience of 
being scammed via Airbnb. Units of analysis were sourced from the public submissions 
blog Airbnbhell.com, the open-access archive of the Better Business Bureau, TikTok, 

1 The earlier study mentioned here culminated in a book manuscript, entitled Delusive Speech in the 
Sharing Economy: Scam Inc. (Taylor and Francis, New York), the publication of which is forthcoming 
at the time of writing.
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and YouTube. Selected findings emanating from this dataset are discussed narratively 
below. Desktop research for the earlier study focused on contextualising Airbnb 
within the broader sharing economy and e-commerce spheres, and included scrutiny 
of news media reports of scam proliferation on other platforms such as Booking.
com, Uber, Grindr, and Facebook Marketplace. The findings of the earlier study 
did not extend to exploring the potential adoption of GenAI by scammers in their 
deceptions.

3. Literature review and contextualisation of the problem 
Much of the public discourse on GenAI has, to date, been centred on ChatGPT, 
created by OpenAI in 2018 and released for public use in November 2022 (Marr, 
2023). A generative model built on transformer architecture, ChatGPT uses deep-
learning and machine-learning algorithms to produce conversational and human-
like text responses. GenAI chatbots are not a new concept, but ChatGPT does 
represent a watershed moment in the history of GenAI due to its superior mimicry 
of human-like conversations on a variety of topics that appear natural (Alawida et 
al., 2023; Ooi et al., 2023).

Through the testing of ChatGPT,  Alawida et al. (2023) demonstrated how the chatbot 
can be manipulated by adversarial users in its response to cybersecurity questions 
to potentially orchestrate attacks by assisting in the development of polymorphic 
malware that can continually evolve, thus evading antivirus software. Other studies 
have explored the possibilities of ChatGPT being used “by adversaries to create social 
engineering attacks, phishing attacks, automated hacking, attack payload generation, 
malware creation, and polymorphic malware” (Gupta et al., 2023), and to generate 
harmful, inappropriate, offensive, or incorrect text and information (Liu et al., 2023). 
Risks associated with GenAI tools like ChatGPT have also been identified in terms 
of the manipulation of individual persons (Eliot, 2023). Due to its ability to generate 
convincing human-like texts and to propagate false information, GenAI may be used 
to influence or manipulate people’s behaviour, perceptions, and emotions (Wach et 
al., 2023). 

In addition to textual outputs, GenAI technologies also provide the capabilities for 
the production of video, audio, and pictorial outputs that may be used by bad actors 
for nefarious purposes. Voice-cloning software can be used, for example, to extract 
funds from victims when a scammer uses the application to clone the voice of a 
loved one claiming to be in trouble. Such was the case with a father in the US city of 
Philadelphia who became the victim of a voice-cloning attack when he believed that 
he heard the voice of his adult son, who said that he had been arrested and urgently 
required USD9,000 for a lawyer (Rushing, 2020). Helmus’s (2022) assessment 
of the risks posed by GenAI emphasises how deepfake content could be used to 
manipulate elections through the distribution of disinformation, to exacerbate social 
divisions, and to undermine sources of legitimate information, including professional 
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journalism. Deepfake video content could conceivably sway election outcomes if, for 
example, at the time of closely contested elections, deepfake videos are generated 
that portray candidates engaged in illicit or nefarious activities to damage their 
reputations (Helmus, 2022).

Deepfake images can easily be produced on websites such as Generated.photos, 
UnrealPerson.com, and ThisPersonDoesNotExist.com, which generate unique, 
extremely detailed, and life-like images of human bodies, torsos, and headshots. 
While such images do not represent a real person, they can potentially be used by 
bad actors in conjunction with aliases to publish inauthentic user profiles on any 
number of online platforms. Cross (2022) investigates how GenAI images can 
be used in the facilitation of romance scams. Such scams are a fast-growing fraud 
category (Cross, 2023). In the US, the Federal Trade Commission (FTC) reported 
over 56,000 victims suffering losses of over USD547 million in romance fraud in 
2021, an 80% increase on reported losses for the previous year (FTC, 2022). In the 
United Kingdom, romance fraud increased by 73% in 2021 relative to 2020, with 
GBP30.9 million lost (Clark, 2022). 

Referred to by a variety of names including romance-baiting, pig-butchering, or 
cryptorom, online romance scams involve a high level of communicative deception on 
the part of the scammer, who typically employs a fake identity and alias. The victim is 
lured into what appears to be a genuine relationship via an online platform with the 
scammer who poses as a romantic interest. After rapport and trust are established, the 
scammer lures the victim into performing money transfers or depositing investments 
into fake cryptocurrency exchanges (Cross, 2023). Once the victim realises that they 
have been scammed, the effect can be devastating due to what has been termed the 
“double hit” of victimisation (Whitty & Buchanan, 2012). Not only does the victim 
lose money, but they must also grieve for the loss of what they believed to be a 
genuine relationship. 

Prevention messaging and advice promoted by law enforcement and fraud monitoring 
agencies typically encourages users to protect themselves by verifying the identity of 
their online love interest by performing a reverse image search of profile pictures and 
images using tools such as Google Images or TinEye (Cross, 2022). Such actions 
may reveal whether an image has been plagiarised from an authentic source in 
an act of identity theft for the purpose of creating a fake profile. However, many 
deepfake images, and wholly synthesised images, cannot be tracked by such reverse-
search tools, with the result that such tools have the potential to create the mistaken 
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impression that an image is genuine, thus increasing the vulnerability of a potential 
romance scam victim (Cross, 2022).

In addition to romance scams, there are several other online domains where the 
successful perpetuation of scams relies on acts of deception that rest on the generation 
of fake profiles and identities. The COVID-19 pandemic and lockdowns generated 
an explosion of internet pet scams, especially prevalent in Australia (May, 2022). 
Long-term lockdowns in some areas, a shortage of real animals, and the psychological 
need for company amid the isolation of extended lockdowns created a climate ripe 
for pet scammers online. The lockdown restrictions made it difficult for purchasers 
to see pets in-real-life before buying them, so acquiring them online seemed like 
a logical option. Scammers using fake identities and aliases took payments for 
animals that did not exist, via online marketplaces, classified ad websites, and even 
professional-looking websites that scammers set up to pose as legitimate breeders 
(through plagiarising the pet images, testimonials, or content of legitimate pet selling 
sites). Pet scams reported to the Australian consumer body surged by almost 1,000% 
in 2020, and gross losses exceeded AUD4.2 million in 2021 (ACCC, 2022; Kennedy, 
2022).

Users of Facebook, Instagram, and WhatsApp report losing vast sums of money, 
sometimes amounting to an individual’s life savings, after being ensnared by fake 
investment advertisements or by fraudster impersonators via these platforms (Clark & 
Wood, 2023). Scammers publish fake profiles advertising their services as freelancers 
on hiring platforms such as Fiverr and Upwork, often offering low prices to entice 
buyers. Such scammers will direct their clients to pay upfront outside of secure 
payment portals via Venmo or other payment systems, subsequently disappearing 
with the money, but without delivering the services paid for (Cudd, 2022). Facebook 
Marketplace allows sellers and buyers of consumer items to connect with one another 
directly, minus a “middleman”. Scammers on the platform use various tactics of 
deception, which include the advertising of counterfeit, defective, or entirely fictious 
items; fake giveaways constructed to steal confidential personal information; and 
forged payment receipts displaying a supposedly successful payment for an item 
(Shah, 2023). 

Recent studies have found that AI-generated faces are now largely indistinguishable 
from human faces (Miller et al., 2023), and that AI-synthesised face images are 
routinely perceived to be more trustworthy than real ones (Nightingale & Farid, 
2022). The degree of sophistication and ease of use of such technologies offer a 
potential boon for online scammers across the entirety of the digital realm.
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4. Scams on Airbnb that could be assisted by GenAI
An online homestay-marketplace platform, Airbnb’s business model is two-sided, 
matching guests/travellers with hosts (property owners). Airbnb facilitates potential 
value creation on both sides of the exchange. Guests can gain access to cheaper 
accommodations relative to hotels, while hosts can earn income from otherwise 
underused space. Founded in 2007 and with more than 8 million property listings 
on its platform as of June 2024, Airbnb is the largest online homestay-marketplace 
platform, and provides more rooms worldwide than the top five hotel chains 
combined (Airbnb, 2024; Gallagher, 2018; Hartmans, 2017; Stone, 2018). Airbnb 
earns revenue by charging a flat commission from hosts for every booking made 
via the platform, as well as a percentage of the booking amount as a transaction fee 
on each confirmed booking (Walsh, C. et al., 2020). Airbnb is populated entirely 
with user-generated content. Property listings are produced by host users, reviews are 
authored by host users and guest users, and the platform provides a private messaging 
service similar to those found on social media apps such as Instagram or Facebook.

Several types of scams proliferate on Airbnb, all of which involve deceptive 
communication at the first point of contact on the platform between the guest user 
and the host user (the homestay rental advertiser). In going through the primary data 
collected—the aforementioned 600 units of user-generated content in which victims 
discussed being scammed via Airbnb—I identified three scam modalities in which 
scammers’ fraudulent behaviours could potentially be assisted by the use of GenAI:

•	 bait-and-switch scams;
•	 fake-listing scams; and
•	 fake host-review scams.

Bait-and-switch scams
Bait-and-switch is widely recognised as a fraudulent activity whereby a company or 
business advertises a product well below its market price with the aim of substituting 
it with inferior or more expensive alternatives at the time of purchase (CFI, 2023). 
This type of fraud has been reconfigured by scammers on homestay-marketplace 
platforms. A scammer “host” will publish an attractive-looking accommodation 
listing at a price lower than competitors in the same region. The listing often does 
not represent a real property and is fake. The fake property listing is, in this case, the 
“bait”. 

Prior to the introduction of openly available GenAI technologies, such property 
listings were predominantly constructed as a collection of user/scammer-generated 
content, which involved the authorship of fictional property descriptions, plagiarising 
property images from elsewhere on the internet (often from real estate agent websites), 
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and plagiarising images of real persons (often from social media) for use as a fake 
profile image (along with an alias) to conceal the scammer’s identity. The production 
of an inauthentic property listing would therefore require scammers to manually 
source or plagiarise relevant material. However, with the introduction of free-to-use 
GenAI applications, all such fake content can be produced much more quickly and 
easily, and at much greater scale. Importantly, prior to GenAI, users could use reverse-
search applications to test the progeny of property images or host profile images, 
thus exposing a property listing as fake. But, as discussed above, wholly synthesised 
images cannot be traced by reverse-search tools, meaning that reverse-search tools 
may falsely identify an image as authentic (Cross, 2022). 

On viewing the inauthentic listing, a guest user will reserve the property and pay for 
the booking. Close to the arrival time of the guest, and often just before or just after 
check-in time, the guest will receive a message from the “host”, explaining that the 
property is suddenly unavailable due to an unforeseen emergency, such as a blockage 
in the plumbing. The scam host then explains to the guest that an alternative property 
is available and asks the guest to relocate to the alternative property. In this moment, 
the scammer now relies on the guest’s natural feelings of panic and desperation.

Fearing being stranded without a place to stay, the guest is often left with little option 
but to accept the offer of an alternative property. This second property, comprising 
the “switch”, is often sub-par, e.g., unsanitary, unsafe, and/or lacking in the amenities 
included in the original fake listing. Therefore, the guest pays for a premium property 
but stays in a rental that is not worth the amount paid. 

Airbnb allows hosts to choose the cancellation policy for their listing from several 
alternatives. The “flexible” cancellation policy option allows guests to cancel up to 24 
hours before check-in and receive a full refund, while the “strict” cancellation option 
requires guests to cancel within 48 hours of booking and at least 14 days before 
check-in. Under the “strict” option, hosts will be reimbursed 50% for all nights if 
guests cancel between seven and 14 days before check-in. The host will receive 100% 
of the lodging booking charge for all nights if the guest cancels after that. (There 
are also “moderate” and “firm” options of less severity than the “strict” option, but less 
flexible than the “flexible” option.) (Airbnb, n.d.-a). Airbnb’s intention is to protect 
honest and genuine hosts from frivolous and unreliable guests, but scammers use 
the strict option to their advantage. The scammer waits until check-in time before 
switching the guest to the sub-par property, so that under the strict cancellation 
policy it is already too late for the guest to cancel the booking, and the host receives 
100% of the booking fee. The guest is left with little recourse and no rights of redress 
since, according to the Airbnb system, the guest has “checked in” and the stay has 
proceeded as planned (Fergusson, 2021).
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One Airbnb user—whose written account is included in the aforementioned 600-
item dataset that I collected—described her bait-and-switch experience in Paris as 
follows: 

I received an email that my Airbnb flat wasn’t accessible 10 minutes before 
arriving on site. I was offered a different flat in exchange which was 7 km 
from the original one. I took it and spent the night there. 

The following morning this same user was again switched to another alternative 
location by the host, of which the user wrote: 

When entering the location, I found a tiny room without daylight, dirty 
cupboards as if just installed, and so small that opening the only sofa for 
sleeping meant not having space left to move anymore. I felt very uneasy 
because of this unprofessional treatment. When I saw the dirt on the 
cupboard I had had enough and booked a hotel nearby. 

Another Airbnb user booked a penthouse apartment in the US city of San Diego 
two months ahead of a planned trip. The online listing for the property indicated 
that it had several luxurious amenities, including a swimming pool and outstanding 
views. In recounting what happened, the user wrote the following:

About an hour before checking in, the host cancelled, and I was offered 
another Airbnb. It did not have a view like the penthouse did. I went to 
the address [of the alternative property] the host provided to find out they 
had a very strict policy against Airbnb in the building. They only lease to 
corporate clients and when I showed them the pictures they confirmed it 
was their building. They were pissed. I had been baited with the pictures 
and the view. They tried to switch me to another lesser property claiming 
maintenance issues. These bait and switch artists should be arrested for 
fraud.

The bait-and-switch scam finds nuance in the multiple-listings scam, where the 
advertised property is real but is listed multiple times. Bait-and-switchers list the 
same property with slightly different descriptions but at drastically different prices, 
thus charging varying prices for the same property. These multiple listings can all 
be placed on Airbnb or can be placed on several homestay-platform platforms, e.g., 
Airbnb, Booking.com, Hotels.com, or VRBO. If one guest books the property at a 
cheaper price and a second person books it at a higher price, the scam host will cancel 
the initial guest’s booking. But the host will wait until the original guest arrives to 
check in before informing them of the cancellation, at which point the host will 
attempt to switch the first guest to the alternative sub-par property that is not equal 
in value to the property originally booked. 
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Fake-listing scams 
In this second scam category, the property offered via the platform is entirely fictional. 
The published listing is constructed using the same tactics of deception as used for 
bait-and-switch, but is not connected to an alternative actual property. As with bait-
and-switch, the scam “host” uses an alias together with a fake profile picture. The 
guest reserves and pays for the booking, but when arriving for check-in at the address 
listed on the booking confirmation, they discover that the property does not exist.

The scammer again makes use of Airbnb’s “strict” cancellation policy (as explained 
above) and will not notify the guest that anything is amiss, waiting until the check-in 
time to be assured of earning the full booking fee despite the non-existence of the 
property advertised. While the guest may apply to Airbnb for a refund, these refunds 
are subject to a case review by Airbnb, which includes contacting (or attempting to 
contact) the “host”, all of which takes time. Even if a refund is approved, this can 
take up to 15 days to clear in the guest’s bank account (Airbnb, n.d.-b), which is of 
little use to the guest needing to make a same-day booking to replace the cancelled 
Airbnb. Because same-day reservations are more expensive than booking in advance, 
the reimbursement is unlikely to cover the inflated cost of the new booking, meaning 
that even a refunded guest suffers financially. 

In the words of an Airbnb user travelling to Dublin:

I  found a great apartment listed normally along with lots of others on 
Airbnb. This listing turned out to be completely fake. 

Another Airbnb user had a similar experience upon arriving in New York:

We caught a cab and gave the driver the address of the Airbnb we booked. 
He pulled up to a parking lot and said, “this is it”. We got out and went up 
and down the street trying to find the address. It was non-existent; there 
was no such address. It was rush-hour, 85+ degrees and we had gotten up 
at 4:00 AM. Needless to say, we were frantic. Then we had to find a hotel, 
which, obviously, was a lot more expensive. 

Also in New York, a similar scenario unfolded for an Airbnb user who thought he 
had booked an apartment near Central Park:

The host contacted me with information on how to receive the keys, and 
asked about my stay and how he could help with suggestions. After arriving 
at the “place” we found that the building had been torn down (the police 
said three years ago …), I was effectively stranded with nowhere to go; we 
had to book the only hotel we could find available for $500.
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In Boston, an Airbnb user found himself directed to an office building by a scam 
host:

I had made a reservation through Airbnb for a one-night stay at a studio 
apartment. I reached the address at around 6:00 PM. To my surprise, the 
building at the address was an office and there were no apartments. A 
situation had arisen where I had to spend the night on the side of the road 
or the lobby of this office building. I had to make last minute arrangements 
for an alternative stay. The last-minute arrangements cost me an additional 
$215. Airbnb and its hosts can leave you stranded in a foreign land without 
shelter, and as a result spoil your holiday by gifting you the worst mental 
agony.

Fake listings scams have long proliferated on Airbnb and have received a notable 
amount of news media attention (Conti, 2019; Temperton, 2020). In September 
2023, Airbnb announced that it had successfully removed 59,000 fake listings and 
prevented another 157,000 from joining the platform in the 2023 year (CBS News, 
2023). 

Fake host-review scams
Airbnb employs a two-way reputation system of review; after the conclusion of their 
stay, guests review the property and the hosts, and the hosts similarly review the guests. 
This scenario is meant to prompt guests to respect the property of hosts, knowing 
that negative reviews of their behaviour could result in future booking request 
rejections. Equally, the system is designed to prompt hosts to deliver a satisfactory 
experience for guests, where multiple good reviews can result in a future increase 
in guest bookings and increased earnings. Investigative media reports (Conti, 2019; 
Temperton, 2020) and research studies (Bélanger De Blois, 2021) have tracked how 
scammers create fake host review networks on the platform to inflate the reviews 
and ratings of scam property listings with inauthentic positive feedback. This act 
of deception can be used to make bait-and-switch properties or fake listings appear 
more attractive to future unsuspecting guests. 

Fake host-review networks can be engineered by a single individual or a collection 
of scammers working in collaboration. Scam hosts create a network of multiple fake 
host accounts, each connected to scam property listings. The scam hosts also open 
multiple fake guest accounts, and reserve stays at the properties advertised by the 
same scammer’s fake host accounts. A fake “guest” then pays the fake “host” for a stay 
(both the guest and the host are the same scammer, or are scammers in cooperation), 
and the reservation proceeds via the platform as if a stay has actually taken place. The 
fake guest then publishes a positive review of the fake host and the fake host’s scam 
listing. 
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The repetition of this process results in multiple positive guest reviews for scam hosts 
and scam listings—or, less damaging but still a scam, multiple positive reviews for 
actual properties that are of poor quality. As with bait-and-switch and fake-listing 
scams, fake host-review scams rely on the creation of multiple fake user profiles, 
aliases, and fake profile pictures.

Fake host-review scam networks routinely re-use the same property images, which 
have often been plagiarised from real property listings, across multiple fake listings in 
different locations and cities (Bélanger De Blois, 2021; Conti, 2019). Some Airbnb 
users picked up on this phenomenon. 

One Airbnb user wrote that he

[…] took one of the photos of the scam apartment and scanned it through 
Google images; this apartment also appeared on another site with a 
different owner and another location. 

In the words of another user:
 

I found it sketcy [sic] and did research. I found out that they stole the 
listing information and pictures from [a competitor accommodation 
booking platform] and created a fake listing on Airbnb. 

In another instance, an Airbnb host became aware that the images from his genuine 
listing had been plagiarised, and wrote as follows:

I am a property owner in Mallorca, and it has come to my attention about 
two months ago that my photos have been duplicated and are being used 
by another host on a scam listing. I do not know this host and I have not 
given him permission to list my property anywhere.

5. Potential role and implications of GenAI-assisted online scams
As seen in the examples above from Airbnb, the guise of a fake profile becomes the 
enabler for multiple types of deception. While such scams have existed for some time 
and clearly pre-date the arrival of GenAI, the availability and use of increasingly 
sophisticated GenAI tools hold the potential to result in an acceleration of such 
scams online. For example, where a fake host-review network comprising 50 fake 
guest accounts would have previously taken a scammer days or even weeks of 
dedicated work to construct, the use of GenAI could reduce this production time to 
a few hours, meaning that the size of such networks could expand considerably.
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Much of the architecture of the sharing economy relies on the user’s faith in the 
notion of reciprocal trust. The business model of sharing-economy platforms would 
be unsustainable and unprofitable if the operators of these intermediary platforms 
were unable to convince the majority of users to trust the safety of the value exchange 
advertised on the platforms. In other words, to participate in the sharing economy, 
you must be willing to trust a stranger. For example, when hailing a car on a ride-
sharing app like Uber or Lyft, the user must trust that the driver is a responsible 
vehicle operator. The user must also trust that the driver is not a criminal, a kidnapper, 
a rapist, or a murderer, which sadly has proven to sometimes be the case (Bensinger, 
2019; Dent, 2022; Holmes, 2019; Kerr, 2019). If the user had reason to believe 
nefarious intent on the part of the driver, the user would not voluntarily enter the car 
nor hail the ride in the first place. The same reliance on the notion of trust applies to 
the business model of online homestay-marketplace platforms, because guest users 
are required to relocate themselves to a specified location and enter the home of a 
stranger. 

Realising that trust and safety are central to the sustainability and profitability of its 
business (Airbnb, 2022; Gebbia, 2016; Zamani et al., 2019), Airbnb has established 
several multilayer defence mechanisms against scams (Airbnb, 2022; Ekstein, 2023; 
Gallagher, 2018; Jain, 2017; Walsh, C. et al., 2020), including specialist emergency 
response teams to assist users when things do go wrong on the platform (Carville, 
2021). Such measures have had varying success, since in spite of them scams still 
occur on Airbnb (Conti, 2019; Fergusson, 2021; Temperton, 2020) as scammers 
continually adapt to defences and seek out new ways to fool the system (Ekstein, 
2023).

Helmus’ (2022) assessment of the risks posed by GenAI includes the argument that 
the technology could erode trust in institutions and authorities, if the body of deepfake 
content in circulation represents persons of authority committing abhorrent acts. 
Equally, misinformation content, which could easily be generated with the assistance 
of GenAI, has been linked to lower levels of trust in the legitimate news media 
(Ognyanova et al., 2020). Business leaders have begun to express the sentiment that 
GenAI could erode customer trust in the commercial sector (Hill, 2023). Some AI 
watchers, including AI industry leaders, have claimed that the technology poses an 
existential threat, has the potential to result in human extinction, and ought to be 
prioritised for attention alongside societal-scale risks such as pandemics and nuclear 
war (Roose, 2023).

While I can offer no insights on the veracity of that somewhat alarming position, 
I do propose that GenAI-assisted scams could conceivably pose something of an 
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existential threat to sharing-economy platforms. If the technology is broadly adopted 
by criminals to assist in the enactment of scams on digital sharing-economy platforms, 
and if the frequency and volume of scams accelerate as a result, a broad dissolution 
of consumer trust is likely. 

6. Conclusions 
Originally defined at a Dartmouth College workshop in 1956 (Dartmouth, n.d.), AI 
has gone through various phases of theorisation and development, often in spurts of 
advancement, followed by periods of relatively slow progress sometimes referred to 
as “AI winters” (Sartori & Theodorou, 2022). The most recent AI summer, beginning 
roughly in November 2022 with the introduction of ChatGPT, has brought GenAI 
into focus and elicited much public debate. Throughout 2023 and 2024, discussions 
ranged from the topics of whether GenAI will displace workers due to automations 
causing disruptions in the workforce (Ooi et al., 2023) to whether the technology 
could be used to impact election outcomes (Helmus, 2022). I contend that the use 
of GenAI has further implications beyond those that have been most prominently 
contested in the public domain. In this article, I have argued that the development 
of GenAI, as evident in the emergence of applications for the generation of deepfake 
images and human-like text, has the potential to increase the ability of scammers 
to perpetuate crimes on various online platforms, particularly on sharing-economy 
platforms, owing to their reliance on user trust.

As mentioned in the Introduction, certain GenAI-facilitated risks arise as a 
continuation of pre-existing criminal activities—which can be amplified by GenAI 
tools that are readily accessible to the public. The three scam categories that I have 
assessed here are not novel and have proliferated on Airbnb for some time. Each of 
the three scam categories relies on the publication of inauthentic content including 
aliases, fake profile images, fake property images, and fake property descriptions. 
Prior to the introduction of free-to-use GenAI technologies, all such inauthentic 
content would need to be manually produced, or sourced (plagiarised), by scammers. 
Now, fake content can be produced much more quickly and easily, and in larger 
volumes, by leveraging GenAI, resulting in a risk that scammers will adopt GenAI 
to significantly expand their scam operations. 

Currently there is no measurement of the rate of adoption of GenAI applications 
by scammers who operate on sharing-economy platforms. But given that GenAI 
can facilitate the rapid generation of convincing false user profiles, it is reasonable 
to assume that online sharing-economy scammers will adopt these applications. In 
the short term, this could conceivably place larger numbers of online users at risk of 
falling victim to scams. In the longer term, a resultant wide-scale dissolution of trust 
in sharing-economy platforms could undermine the business model of the online-
intermediary platform firms that are currently some of the most valuable firms in the 
global economy.
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It is crucial that further research considers GenAI’s numerous potential social, 
cultural, and economic implications in increasing detail in order to, among other 
things, anticipate, and mitigate where necessary, possible future outcomes. Equally, 
it is incumbent upon GenAI product developers to acknowledge and assume 
responsibility for the potential ramifications of their work (Caldwell et al., 2020).
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