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Abstract
In the context of the world’s major powers competing for dominance in the artificial intelligence (AI) realm, 
Russia aims to become a global leader in AI development. This article evaluates Russian AI governance 
through the lenses of the key AI sovereignty enablers (KASE) framework and the Copenhagen School’s 
securitisation theory. The Russian government’s approach to AI governance, in line with its broader 
approach to digital governance, grants extensive powers to state security and law enforcement entities, 
while major domestic AI market players are state-influenced. This securitised approach to AI sovereignty 
and governance stems from concerns about the country’s stability, alongside a high degree of politicisation 
of digital governance. The article argues that the likely impact of Russian securitisation of AI governance 
will be further consolidation of state control over AI innovations and a narrowing of the space for non-state 
technological developments.
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1. Introduction
As the heir to the Soviet Union’s scientific legacy, Russia has been keen to highlight its modern digital power 
and its prominent global AI ambitions. As an integral component of the country’s efforts towards digital 
sovereignty, AI-based solutions attract growing attention from Russia’s leadership, as exemplified by an 
ambitious agenda in terms of which Russia is to reach the top ranks of global AI powers by 2030 (President 
of Russia, 2019b). Nonetheless, in addition to the already tough competition for global AI leadership, Russia’s 
efforts are further complicated by geopolitical/military conflict and economic sanctions.

In this study, we reviewed Russia’s efforts to achieve AI sovereignty through the lens of Belli’s key AI 
sovereignty enablers (KASE) framework (Belli, 2023), which is grounded in Belli’s (2023) framing of AI 
sovereignty as “the capacity of a given country to understand, develop and regulate AI systems” (2023, 
p. 1). We also reviewed Russia’s AI governance through the lens of securitisation theory, as set out by the 
Copenhagen School (Buzan et al., 1998). This securitisation lens allowed us to explore the differentiated 
weight that the Russian government places on the KASE dimensions.
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As set out in this article, we found that, as a product of Russia’s current geopolitical context, AI is often viewed 
by the country’s leadership as a national military, political, and economic security priority, i.e., AI is viewed as 
a security/securitisation matter. Consequently, the state actors that deal with cyber, information, data, and 
energy security matters are given considerable financial support. We conclude that it is highly likely that, in 
the foreseeable future, the under-prioritised (from the securitisation perspective) dimensions will follow the 
same path, thus completing the securitisation of AI within Russia’s public discourse and policy framework. 
This article also provides insight into the general stance of Russia’s leadership towards emerging AI-based 
solutions and potential approaches to the development of a market regulatory framework.

2. Challenges to Russian AI development
Russia’s proclaimed goal to become a global AI leader aligns with the country’s overarching ambitions 
of building a strong digital state (President of Russia, 2019b). Russia’s political and economic elites are 
determined not to miss out on current technological trends that are firmly driven by AI. In the 2020s, the 
laissez-faire approach to digital regulation ended in many parts of the world. Russia is among the countries 
taking control of the next stage of technological evolution—away from the business community and towards 
the state (Zinovieva, 2024). However, Russia is faced with additional challenges in respect of talent, compute 
power, and capital dimensions. These challenges include: the brain drain due to fears generated by the 
conflict with Ukraine, an underdeveloped hardware ecosystem, and budgetary pressures due to sanctions 
and competing investment priorities.

According to a statement on the recently approved state budget proposal for 2025, Russia is increasing its 
military budget by 25% to RUB13.5 trillion (USD145 billion), which is equivalent to 6.31% of the country’s 
GDP (Miller, 2024). As the military budget grows, other areas will inevitably suffer. Thus, according to the 
same budget proposal, civilian research will shrink by a quarter (Statista, 2024). According to the Institute 
for Statistical Studies and Economics of Knowledge of the Russian Higher School of Economics, the 
RUB458 billion (USD4.9 billion) that was dedicated to applied research in 2024 will be reduced to RUB362 
billion (USD3.5 billion) in 2025, and to RUB260 billion (USD2.6 billion) in 2026 (Gerden, 2024). To put these 
figures into perspective, Google’s parent company Alphabet alone spends 10 times more than Russia on 
applied research. In dollar terms, Russia will spend about the same amount on combined research and 
development (R&D) in 2025 as Portugal. On average, in recent years, Russia has spent about 1% of its GDP 
on R&D activities. This is less than what is spent by countries such as Malaysia and Egypt and is less than 
half of the average in Organisation for Economic Co-operation and Development (OECD) countries (OECD, 
2023).

For Russia’s Federal AI Programme, the same budget proposal provides RUB1.145 trillion (USD11.5 billion) 
allocated in 2025, which is similar to what is spent annually on R&D by a single Chinese technology 
conglomerate, Tencent (2024). For 2026, the budget projects RUB1.25 trillion (USD12 billion) and in 2027 
RUB1.5 trillion (USD14 billion) (D-Russia, 2024). At the same time, however, additional funds will be allocated 
to defence-related AI through the aforementioned increased military budget.

In addition to financing AI development, another challenge faced by Russia is an AI talent shortage. In 
2022–23, the outflow of IT specialists was estimated at more than 20,000 individuals (Realnoye Vremya, 
2024).1 Another estimate claimed that, in the first half of 2022, the outflow number surpassed 40,000 (RBC, 
2022). The Ministry of Digital Development, Communications and Mass Media reported that, in 2022, at 
least 100,000 IT specialists left the country and only 10,000 returned (Inclient, 2022). While some of the 
leading Russian software companies claim that the outflow of IT specialists is not affecting them (Telecom 
Daily, 2024), the labour market shows a growing demand for specialists with no considerable or even any 
relevant experience, as hiring requirements soften to accommodate the shortage of personnel. In Tatarstan, 
where one of the biggest Russian IT hubs, Innopolis, is located, the growth in demand for IT specialists has 
been estimated at 103% (Realnoye Vremya, 2024).

1  The shortage of capable AI specialists was on the agenda even before this period (see Nadibaidze, 2022).
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Perhaps the biggest challenge that Russia must overcome on the road to a robust AI development ecosystem 
is the lack of hardware availability. This inherited weakness of the Russian computing ecosystem has been 
further worsened by the sanctions imposed by foreign countries (Kolomychenko, 2024). Russia’s domestic 
production of electronic components is negligible by global standards. Within the framework of the state 
programme to support the electronic industry, projects such as the Baikal microprocessors production 
facility (Baikal Electronics, n.d.; Bendett, 2024) have been implemented to organise the production of 
microprocessors using domestic technologies, with progress towards localisation of the production chain 
announced in March 2024 (Kholupova, 2024). Nevertheless, the main production of Russian processors 
continues to be outsourced to labs outside the country, such as Taiwan’s TSMC (Urusov, 2023).

Russia’s major digital market players are either state-owned or have significant ties to the state, which 
means that commercial practices are often influenced by the state’s national digital-sovereignty priorities 
(Petrella et al., 2021). For instance, Russian IT companies are, as in most other countries, obliged to give law 
enforcement and intelligence agencies access to users’ data only with court authorisation. However, there 
are frequent reports in the independent media of Russian digital platform firms such as VK granting access 
to users’ data based on a simple “telephone call” from a law enforcement or intelligence agency—even 
when such data transfer should result in a criminal prosecution for the firm concerned (Sidelnikova, 2024).

3. Analytical tools: The KASE framework and securitisation theory
We deployed two analytical tools in our evaluation of the state of Russian AI governance: the KASE 
framework and securitisation theory.

KASE framework
The KASE framework put forward by Belli (2023) sets out eight dimensions as crucial to a country’s progress 
towards AI sovereignty:

•	 data governance;
•	 algorithmic governance;
•	 computational capacity;
•	 meaningful connectivity;
•	 reliable electrical power;
•	 digitally literate population;
•	 strong cybersecurity; and
•	 appropriate regulatory framework.

In our KASE evaluation we used a mapping tool (see Appendix) that we developed with colleagues in the 
CyberBRICS project (CyberBRICS, n.d.).

Securitisation theory
In addition to the KASE framework and mapping, we see securitisation theory as a useful analytical lens for 
exploring AI sovereignty dimensions in various countries, and particularly in Russia (Stix, 2022). In many 
countries, the officials who are now dealing with AI regulation were previously in charge of cyber policy 
(Ünver, 2024). Cyber policy, for its part, was in many cases built upon counter-terrorism work (UNICRI & 
UNOCT, 2021a; 2021b). Since the early 2000s, at national and international levels, the work of counter-
terrorism experts has been compelled to evolve into AI-focused responsibilities. A line can be traced from 
post9/11 (2001) counter-terrorism capacity-building through to cybersecurity regimes (e.g., the Tallinn 
Manual and DHS cyber strategies), with personnel and frameworks then migrating, both operationally and 
institutionally across national and multilateral levels, into the nascent domain of AI governance (Bianchi & 
Greipl, 2022; Pfaff, 2025; Tallberg et al., 2023; US Department of the Treasury, 2024).

For example, the G7’s 2023 AI Principles emphasise AI security risk management and trace their heritage to 
cybersecurity norms originally designed for counter-terrorism-inspired threats (EC, 2023). Similarly, OECD 
statements underscore growing synergies between cybersecurity and AI governance, shaped by counter-
terrorism risk frameworks and cyber-risk protocols (OECD, 2024). Meanwhile, in the private sector, those 
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overseeing, for instance, anti-money laundering in the financial services sector, are the ones at the forefront 
of AI adoption with significant technology budgets (US Department of the Treasury, 2024). 

Securitisation theory is closely associated with works by Buzan, Wæver, and de Wilde, collectively referenced 
as the Copenhagen School (Buzan et al., 1998). The theory explains how a part of objective reality becomes 
viewed as a threat to a referent object, e.g., a state, a person ora group of people dependent on a sphere of 
interest, namely the economy, society, the military, policy, or the environment. Grounded in identification of 
the threat by the state, securitisation presents an argument whereby the state advocates implementation 
of extraordinary measures to counter the threat, even when the measures may contradict established rules. 
Securitisation can also be viewed as the process by which non-politicised issues (issues not talked about, 
or not part of public debate) or politicised issues (issues already publicly debated) are elevated to security 
issues that need to be dealt with as a matter of urgency and that reqjuire bypassing of procedures for public 
debate and democratic engagement. 

According to Charrett (2009), a prominent example of a securitised issue is terrorism. The dramatic changes 
in US foreign policy after the 9/11 attacks of 2001, which eventually resulted in a US-led invasion of Iraq in 
2003, became possible due to US President George W. Bush’s use of enhanced executive powers grounded 
in a securitisation of the “meaning of 9/11” (Charrett, 2009) as something requiring harsh, responsive actions 
by a state unfettered by normal procedural checks and balances. The proclamation of the US response to 
9/11 as a “Global War on Terror” (National Archives, n.d.) led to significant expansion of presidential powers, 
spying on ordinary Americans, detention of Muslims and Arabs, and establishment of a secretive military 
tribunal system—with most of these elements remaining in place despite protracted debate and sustained 
efforts to roll them back in order to ensure the separation of powers and stability of the democratic order 
(Charisle, 2021).

In summary, a completed securitisation means that: (1) the state provides the public with an argument 
framing a referent object as threatened; (2) there is a stated demand to exercise extraordinary measures 
to protect the referent object; and (3) justification is provided for the state to break established rules in 
order to protect the referent object. In this study, we employed the securitisation lens as a means to explore 
bureaucratic and structural tendencies in the Russian state’s approach to AI development, and to build a 
picture of the future of the country’s AI governance model.

4. KASE findings
Data governance
Russia does not have a specialised data governance strategy, but it has a comprehensive framework with 
clearly assigned responsibilities and practical regulatory systems. The Ministry of Digital Development, 
Communications and Mass Media leads data management, security, and regulatory policies, alongside 
Roskomnadzor (the Federal Service for Supervision of Communications, Information Technology and Mass 
Media) and the Federal Security Service (FSB). The primary data governance law is the Federal Law on 
Personal Data (No. 152-FZ) (Russian Federation, 2006), supported by additional laws on information and 
critical infrastructure protection (an overlap with the cybersecurity domain). Core funding comes from 
government-affiliated funds such as the Russian Science Foundation and the Skolkovo Foundation. 

Although Russia lacks an explicit international strategy for AI and data governance, its stance in the 
international arena—in institutions such as BRICS, the G20, and the UN/UNESCO—has some fundamental 
features that can be taken as bearing strategic significance, namely Russia’s adherence to state-centric 
multilateralism and its rejection of multistakeholder approaches in which states and non-state actors 
cooperate.

Algorithmic governance
Leading Russian national enterprises such as Sber (GigaChat), Yandex (Neuro) and VK (all three are directly 
or indirectly managed by the government) have developed their own large language models (LLMs) and 
drive AI innovation in Russia, alongside a growing AI startup ecosystem that often collaborates with larger 
corporations and research institutions. Although an “algorithm strategy” is not specified, the National 
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Strategy for the Development of Artificial Intelligence (President of Russia, 2019b) emphasises deploying 
algorithms in priority spheres such as healthcare, education, and transportation, with involvement from 
government agencies such as the Ministry of Science and Higher Education and the Ministry of Digital 
Development, Communications and Mass Media. At the time of writing, in early 2025, AI regulation 
discussions were ongoing in Russia’s State Duma (the Parliament’s lower chamber), particularly around 
matters of transparency and accountability, but comprehensive algorithm-specific or LLM-focused laws 
had yet to be promulgated. 

Computational capacity
Russia’s Strategy for the Development of the Electronic Industry until 2030 (Government of Russia, 2020) 
emphasises expanding hardware production, including storage solutions and server hardware, with multiple 
ministries involved, led by the Ministry of Industry and Trade. Import substitution is a priority, targeting 
the production of processors, controllers, and memory, and the advancement of silicon technologies to 
the 5 nanometre (5nm) level for eventual domestic production. State funding for AI and microelectronics 
R&D has begun to increase significantly, with 2024 investments reaching RUB5.2 billion (USD51.6 million) 
for AI projects (Norem, 2024). Russia has six supercomputers in the global TOP500 index, with Yandex’s 
Chervonenkis ranked highest among the six, in 75th position globally (TOP500, n.d.). Government-supported 
enterprises such as Rostec, and private-sector-led (with varying degrees of state ownership) entities such 
as Sber (50% state-owned), drive growth in computational capacity in the domestic AI sector.

Meaningful connectivity
Infrastructure is considered a backbone of Russia’s security, grounded in the notion of “critically important 
information infrastructure” (Consultant Plus, 2017). The FSB is directly involved in providing protection for 
critical information infrastructure. The International Telecommunication Union (ITU) (n.d.-a) ranks Russia 
highly for internet affordability, with the country offering some of the lowest internet costs globally. In 
2024, the entry-level fixed-broadband basket cost in Russia was 0.57% of GNI per capita, compared with 
the global average of 2.66% (2023) (ITU, n.d.-b). Over 92% of the Russian population (with both genders 
equally represented) use the internet regularly, with 83.1% of rural households and 89.5% of urban residents 
having internet access at home. Younger users (aged 15–24) have a high internet usage rate (98.7%), while 
engagement is lower (89.2%) among older generations (25–74 years). Russia’s Strategy for the Development 
of the Communications Industry until 2035 (Government of Russia, 2023), led by the Ministry of Digital 
Development, states that the fixed telecommunications sector needs more investment due to high costs 
and potential infrastructure challenges. Russia is connected to multiple submarine cables, most of them 
domestic, with several of the domestic cables, such as the Polar Express, designed to enhance internal 
connectivity across regions. 

Reliable electrical power
According to the International Energy Agency (IEA, n.d.), Russia’s electricity production primarily depends 
on natural gas (45.1%), with nuclear energy (19.4%), hydropower (17.3%), and coal (16.3%) also playing 
significant roles. Renewable energy, comprising wind and solar, contributes a small share (3.54% in 2021). 
The Strategy for the Development of the Electric Power Industry of the Russian Federation (Government of 
Russia, 2013) aims to modernise and diversify the energy sector, with oversight by the Ministry of Energy. 
Key regulatory bodies include the Federal Grid Operator, which manages electricity transmission, and the 
Federal Antimonopoly Service, which maintains competition in the electricity market. Electricity market 
regulation and the energy industry stability at large are considered matters of utmost importance, with 
national security concerns involved (Government of Russia, 2019). 

Digitally literate population 
In 2023, Russian President Vladimir Putin directed an update to Russia’s National Strategy for the 
Development of Artificial Intelligence through 2030 (President of Russia, 2019b), emphasising support for AI 
research centres along with increased government expenditure. The Russian AI market grew by 18% in 2022, 
reaching RUB650 billion (USD6.4 billion) (Consultant Plus, 2017), and the government planned to invest 
RUB5.2 billion (USD51.6 million) in AI in 2024 (Interfax, 2025). The AI Strategy promotes comprehensive AI 
education, aiming to integrate AI topics across educational levels, to develop specialised degrees, and to 
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enhance practical training. By 2023, Russia had approximately 17,000 AI graduates (2021–2023) (ComNews, 
2024), 70% growth in AI publications in top-tier journals (2019–2023) (Analytical Center, 2024), and 96 
approved AI standards (2019–2023) (Government of Russia, n.d.).

The Ministry of Science and Higher Education is tasked by the National Strategy with implementing 
educational aspects, supported by partnerships with major universities. Furthermore, Russia’s AI Alliance, 
including major tech firms such as Sber and Yandex, supports talent development initiatives (AI Alliance 
Russia, n.d.). Due to geopolitical tensions, international AI collaboration is limited, with BRICS serving as the 
primary partner. Russia is aiming for a significant rise in AI-skilled graduates and high AI-readiness across 
priority economic sectors by 2030 (President of Russia, 2019b), but the lack of skilled labour, mentioned 
earlier in this article, constitutes a significant obstacle in this respect.

Strong cybersecurity
In Russia, cybersecurity is guided by the National Security Strategy (President of Russia, 2021) and the 
Doctrine of Information Security (President of Russia, 2016), with the country’s Security Council playing a 
central role in strategy oversight. Regulatory entities, such as Roskomnadzor (Federal Service for Supervision 
of Communications, Information Technology and Mass Media) and the Cybersecurity Department in the 
Ministry of Digital Development, are responsible for enforcing cyber regulations. Government funding 
supports R&D to reduce reliance on foreign technology, focusing on building a skilled domestic workforce 
and domestic cybersecurity solutions. Geopolitical pressures have led the country’s private and public 
sectors to favour Russian-developed technologies (ComNews, 2023), with companies like Kaspersky Lab 
and Positive Technologies leading the industry (Kurasheva, 2023).

Appropriate regulatory framework
At the time of writing, in early 2025, Russia had not yet enacted any significant regulation targeting AI. The 
State Duma’s major party Edinaya Rossia (United Russia) is said to have been working on a draft law on 
AI regulation since 2023—a law that would, inter alia, define AI solutions developers’ responsibilities and 
prevent the use of AI for fraud (Kommersant, 2023). Also, in 2023, a draft law was presented to protect AI 
users against harm arising from AI. In July 2024, President Putin promulgated a law forcing AI developers to 
provide insurance against possible harm caused by their AI-based products (TASS, 2024). In early 2025, the 
State Duma created a working group on AI that has a mandate until 2026 to develop regulations (Dorofeeva 
et al., 2025).

5. Securitisation findings
AI technologies are often viewed as a source of threat to Russia’s sovereignty and, especially, to the country’s 
military security. According to President Putin, AI development “shall be constrained” as it would “inevitably 
lead to a point where they [AI technologies] may begin to pose a threat to humanity—comparable to the 
development of nuclear capabilities”, with national governments around the world taking the lead in the 
process (President of Russia, 2023). AI as a threat is presented in the national AI strategy, e.g., the 2019 
Presidential Decree (with 2024 amendments) approving the strategy includes a notion of AI as a tool for 
spreading “prohibited information” (President of Russia, 2019b; 2024).

Under Russia’s current AI policy dispensation, most of the KASE framework dimensions are either already 
viewed through the securitisation prism or are on track to soon be viewed in such a manner. An important 
factor to consider in this process is the balance of power between ministries/agencies subscribing to 
securitisation and those subscribing to development, i.e., the guns versus butter paradigm. As in other 
parts of the Russian regulatory and budgetary apparatus, the siloviki (security agency personnel) at entities 
such as the FSB are partly responsible for data governance and cybersecurity policy implementation.2 
The aforementioned Roskomnadzor serves as a media supervisor and is also deeply involved in data 
governance. Meanwhile, the market champions include state ownership stakes and operate under state 
supervision, e.g., Sber, formerly Sberbank and by far the largest Russian bank (Ross, 2024); VK, the largest 

2  There is a widespread belief among scholars and policy experts that the influence of Russian security agencies extends broadly 
across the country’s entire IT sector (see Epifanova & Dietrich, 2022).
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Russian social media platform (SimilarWeb, 2021); and Yandex, the largest Russian search engine, with 72% 
of Russia’s market share. This supervision is conducted either directly, when the state enacts its powers as 
an owner, e.g., in Sber, with 50% of its shares owned by the state (Petrella et al., 2021); or indirectly, via proxy 
“oligarchs”, who are company owners tied to the state. The major funds supporting prominent innovation 
projects are mostly affiliated with the state.

As reliable energy supply has become a major concern for the development of AI worldwide, Russia is 
not unique in considering energy market stability as a matter of highest importance for AI development. 
Like other energy-rich countries (e.g., Saudi Arabia, the US), Russia seeks to showcase its capabilities 
as an “energy superpower”—referring to its ability to influence the global energy market and, in turn, the 
international agenda (Rutland, 2008). Russia’s Energy Security Doctrine of 2019 (President of Russia, 2019a) 
cites shrinking external markets, difficulties in reaching new markets, and the international climate and 
environmental agenda as major threats to the country’s stability. Also cited in this Doctrine is the wrongful 
use of information and communication technologies (ICTs) against information infrastructure in ways that 
may hamper the functionality of energy facilities. 

At the time of writing in early 2025, the only examples of non-fully securitised KASE dimensions that our 
study had identified were (1) algorithmic governance; and (2) the regulatory framework. With respect to 
both these dimensions, the discussions that were in progress indicated that security considerations were 
poised to take the lead. Russian algorithmic governance, which some might view as an area characterised 
by public–private dialogue aimed at finding an appropriate common ground, is in reality a domain heavily 
influenced by the state, with IT champions serving as proxies. Once this dimension is fully recognised as 
a potential threat to stability, it is very likely that algorithmic governance will follow the same path as data 
governance, i.e., politicisation, followed by securitisation. With respect to the regulatory framework, the 
scarce insights available in early 2025 regarding the ongoing discussions of the AI draft law suggested that 
security matters were likely to prevail over market interests.

6. Conclusion
Russia aspires to reach a leading position among global AI powers. However, the country’s ambition is 
constrained by shortages of available resources, including compute power, capital and talent. A distinct 
feature of Russia’s AI governance model is the strong influence of law enforcement bodies, namely the 
FSB and Roskomnadzor, in AI governance. This influence, which goes beyond these agencies’ basic 
responsibilities, serves as an illustration of the ongoing securitisation of numerous aspects of the country’s 
digital-economy governance. Digital technologies, and AI in particular, are viewed by the Russian leadership 
as sources of risk. The response is the government’s politicisation and securitisation of AI-related matters 
and its supervision of non-state market actors’ activities. We expect that the coming years will see more 
restrictions imposed by the government, justified by the state as a means to protect Russia’s AI sovereignty 
and broader digital sovereignty. The likely impact of the restrictions will be further marginalisation of non-
state actors in the Russian AI sector, thus consolidating state control over digital innovation and narrowing 
the space for open technological development.
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Annexure: KASE mapping tool

General questions KASE 
dimensions

KASE dimension-specific questions

1. Is there a strategy? 
If so, which public 
entity (e.g., ministry) 
defines and 
implements it?

2. Is there any 
regulation? If so, 
which public entity 
(e.g., regulatory 
authority) oversees 
regulating?

3. Is there a funding 
mechanism 
stimulating R&D 
and innovation? If 
so, which entities 
orchestrate the 
funding mechanism? 
Which mechanisms 
exist to incentivise 
innovation? 

4. Which are the key 
private-sector or 
non-governmental 
stakeholders 
(e.g. national 
champion(s), 
dominant actors, or 
non-governmental 
bodies)? Which are 
their main interests 
(provide examples)? 
Is there any foreign 
private entity with 
particular relevance 
in the sector?

5. Is there a strategy 
of international 
cooperation or 
expansion of 
national sector?

Data (personal, 
non-personal, 
critical, 
confidential, 
etc.)

1. How is the country’s census infrastructure in terms of capacity and diversity? 
2. Are high-quality, diverse data sets easily available? 
3. Are there AI-ready datasets? 
4. Is there a strategy for data commons?

Algorithms 
(including 
models, etc.)

1. Is there any policy for open-source software development?
2. Does the public administration use proprietary software developed domestically 

or by foreign players, or open software?
3. What are the AI procurement rules, if any? 
4. Is there any public–private partnership mechanism to incentivise development 

and deployment of algorithms? 

Computing 
capacity 
value chain 
(including 
servers, storage 
resources, 

1. Which kind of public computing capacity is there? 
2. Are there public supercomputers? 
3. What is the largest computing cluster? 
4. Are they available for private sector use? 
5. Are there any components manufactured in the country? 
6. What are the most notable investments in the various elements of the computing 

capacity value chain? 
7. Is there a strategy for capacity building for cutting-edge work in the computation 

supply chain?

Connectivity 
infrastructure 
(including 
submarine 
cable, 
terrestrial, 
and satellite 
infrastructure)

1. How meaningful is connectivity (affordability, zero-rating in place, proportion of 
access by type of device, by gender, by economic segment, etc.)?

Electricity 
infrastructure 
(including 
renewables and 
batteries, etc.)

1. Is there a stable, reliable, and affordable electrical power supply throughout the 
country?

2. Are there relevant discrepancies within the country in terms of energy supply 
and infrastructure?

3. What is the proportion of electricity produced via renewable sources?
4. Is there any regulation for the use of electricity for specific types of technology?

Education, 
talent 
promotion, and 
retention

1. What is the digital literacy rate?
2. How many computer scientists and engineers graduate per year?
3. Are there specific degrees (Bachelor’s and Master’s) specifically targeting AI 

from public universities? 
4. Is there any public initiative to foster AI studies?
5. Are there specific courses or certifications for AI for public servants? 
6. Is it within the public administration?
7. What are the immigration patterns of AI scientists? 
8. Is the country importing or exporting AI talent?

Cybersecurity
1. Are there specific protection policies for AI-related infrastructure (such as 

supercomputers)?
2. Is there a public body fostering coordination among agencies and public 

administration with competences on cybersecurity?

Digital public 
infrastructure 
(DPI)
(DPI for AI, and 
AI for DPI)

1. Is there a definition of DPI?
2. Are there AI components within major DPIs (digital ID, payment methods, data 

sharing platforms)? 
3. Is AI used in other public software platforms that could be considered DPIs? 
4. Are there specific AI software and hardware labelled as DPI?
5. Has the government developed or promoted the development of any generative 

LLM?

Source: CyberBRICS (n.d.)


