
The AfricAn JournAl of informATion And communicATion (AJIC)

issue 24,  2019

Published by the LINK Centre
University of the Witwatersrand (Wits)

Johannesburg, South Africa
https://www.wits.ac.za/linkcentre

ISSN 2077-7213 (online version)
ISSN 2077-7205 (print version) 

RESEARCH ARTICLES 

Assessing the Social Media Maturity of a Community Radio Station: 
The Case of  Rhodes Music Radio in South Africa

 Mudiwa A. Gavaza and Noel J. Pearse

Teachers’  ICT Adoption in South African Rural Schools: 
A Study of  Technology Readiness and Implications for the 

South Africa Connect Broadband Policy 
Samwel Dick Mwapwele, Mario Marais, Sif iso Dlamini and Judy van Biljon

Realities of Microenterprises’  ICT Use for Business Activities and for 
Acquiring Online Government Support: 

A Study in Western Cape Province, South Africa
 Muhammad Ameer Osman, Donald Flywell Malanga and Wallace Chigona 

Digital Transformation in South Africa’s Short-Term Insurance Sector: 
Traditional Insurers’ Responses to the Internet of  Things (IoT) and Insurtech

Andrew J. Moodley 

Intelligent Malware Detection Using a Neural Network Ensemble 
Based on a Hybrid Search Mechanism

Stephen M. Akandwanaho and Muni Kooblal

Best Practices for Establishment of a National 
Information Security Incident Management Capability (ISIMC)

Morné Pretorius and Hombakazi Ngejane

AJIC 24 - 9-Dec-19 - 17h36.indd   1AJIC 24 - 9-Dec-19 - 17h36.indd   1 12/9/2019   5:38:18 PM12/9/2019   5:38:18 PM



AJIC Issue 24, 2019        i

The AfricAn JournAl of informATion And communicATion (AJic)

issue 24, 2019

Published by the LINK Centre, School of Literature, Language and Media (SLLM)
Faculty of Humanities, University of the Witwatersrand (Wits)

Johannesburg, South Africa
https://www.wits.ac.za/linkcentre/ajic

Published since 2000, The African Journal of Information and Communication (AJIC) is a peer-
reviewed, interdisciplinary, open access academic journal focused on information and communication 
ecosystems in Africa, elsewhere in the developing world, and at global level. Accredited by the South 

African Department of Higher Education and Training (DHET),  AJIC pursues its open access 
objective by publishing online, free to the user, under a Creative Commons licence, and by not 

imposing article processing charges on its contributors. 

ediToriAl Advisory BoArd

The journal is supported by an international editorial advisory board, comprising: 
Lucienne Abrahams, University of the Witwatersrand, Johannesburg, South Africa 

Hatem Elkadi, University of Cairo, Egypt
Nagy K. Hanna, author and international development strategist, Washington, DC, US 

Joseph Kizza, University of Tennessee at Chattanooga, TN, US
Tawana Kupe, University of Pretoria, South Africa

Gillian Marcelle, Resilience Capital Ventures, Washington, DC, US
Uche M. Mbanaso, Nasarawa State University, Keffi, Nigeria
Caroline B. Ncube, University of Cape Town, South Africa

Tunji Oloapa, Ibadan School of Government and Public Policy (ISGPP), Nigeria
Carlo M. Rossotto, World Bank Group, Washington, DC, US

Ewan Sutherland, University of the Witwatersrand, Johannesburg, South Africa

ediTors
Managing Editor: Tawana Kupe, Vice-Chancellor, University of Pretoria, South Africa, 

tawana.kupe@up.ac.za

Corresponding Editor: Lucienne Abrahams, Director, LINK Centre, Faculty of Humanities, 
University of the Witwatersrand, PO Box 601, Wits 2050, Johannesburg, South Africa,

ajic.submissions@gmail.com

Publishing Editor: Chris Armstrong, Research Associate, LINK Centre, University of the 
Witwatersrand, Johannesburg, South Africa, chris.armstrong@wits.ac.za

AJIC 24 - 9-Dec-19 - 17h36.indd   2-1AJIC 24 - 9-Dec-19 - 17h36.indd   2-1 12/9/2019   5:38:18 PM12/9/2019   5:38:18 PM



AJIC Issue 24, 2019The African Journal of Information and Communication (AJIC)     ii        iii

Peer-reviewing

AJIC acknowledges with gratitude the following peer reviewers of articles submitted for publication in 
this issue: Najma Aghardien, Ufuoma Akpojivi, Olufunmilayo Arewa, Andrew Barendse, Mark Burke, 
Barrry Dwolatzky, Caroline Ncube, Patrick Ndayizigamiye, Sanjay Ranjeeth, Prabhakar Rontala, Kate 
Skinner, Roopesh Kevin Sungkur, and Ewan Sutherland.

guesT ediTors

AJIC acknowledges with gratitude the editorial guidance provided by Prof. Manoj Maharaj (University 
of KwaZulu-Natal (UKZN), Durban) to the authors of this issue's article drawing on a THREAT 2019 
conference paper, and by Prof. Hossana Twinomurinzi (University of South Africa (UNISA), Pretoria) 
to the authors of the two articles drawing on Digital Skills 2019 conference papers.

ProducTion

Sub-editing: LINK Centre
Proofreading: Linda Van de Vijver
Desktop-publishing: LINK Centre

This work is licensed under a Creative Commons Attribution 4.0 International (CC BY 4.0) licence:  
http://creativecommons.org/licenses/by/4.0

ISSN 2077-7213 (online version)
ISSN 2077-7205 (print version) 

AJIC is published by the LINK Centre, School of Literature, Language and Media (SLLM), Faculty 
of Humanities, University of the Witwatersrand (Wits), PO Box 601, Wits 2050, Johannesburg, South 
Africa. The LINK Centre is located at the Wits Tshimologong Digital Innovation Precinct, 41 Juta St., 
Braamfontein, Johannesburg, https://www.tshimologong.joburg

Past issues of AJIC, and its precursor The Southern African Journal of Information and Communication 
(SAJIC), are available at https://www.wits.ac.za/linkcentre/ajic and https://www.wits.ac.za/linkcentre/
sajic

conTenTs

RESEARCH ARTICLES
Assessing the Social Media Maturity of a Community Radio Station: 
The Case of Rhodes Music Radio in South Africa
Mudiwa A. Gavaza and Noel J. Pearse

Teachers’  ICT Adoption in South African Rural Schools: 
A Study of  Technology Readiness and Implications for the 
South Africa Connect Broadband Policy
Samwel Dick Mwapwele, Mario Marais, Sif iso Dlamini and Judy van Biljon 

Realities of Microenterprises’  ICT Use for Business Activities and for 
Acquiring Online Government Support: 
A Study in Western Cape Province, South Africa
Muhammad Ameer Osman, Donald Flywell Malanga and Wallace Chigona

Digital Transformation in South Africa’s Short-Term Insurance Sector: 
Traditional Insurers’ Responses to the Internet of  Things (IoT) and Insurtech
Andrew J. Moodley 

Intelligent Malware Detection Using a Neural Network Ensemble 
Based on a Hybrid Search Mechanism
Stephen M. Akandwanaho and Muni Kooblal

Best Practices for Establishment of a National 
Information Security Incident Management Capability (ISIMC)
Morné Pretorius and Hombakazi Ngejane

AJIC 24 - 9-Dec-19 - 17h36.indd   2-3AJIC 24 - 9-Dec-19 - 17h36.indd   2-3 12/9/2019   5:38:18 PM12/9/2019   5:38:18 PM



AJIC Issue 24, 2019

RESEARCH ARTICLES

AJIC 24 - 9-Dec-19 - 17h36.indd   4-5AJIC 24 - 9-Dec-19 - 17h36.indd   4-5 12/9/2019   5:38:18 PM12/9/2019   5:38:18 PM



AJIC Issue 24, 2019        1

Assessing the Social Media Maturity of a Community Radio Station: 
The Case of Rhodes Music Radio in South Africa

Mudiwa A. Gavaza 
Freelance Business Writer and Radio Presenter; Graduate, Rhodes Business School, 
Rhodes University, Makhanda (Grahamstown), South Africa 

 https://orcid.org/0000-0002-6104-3886

Noel J. Pearse
Professor, Rhodes Business School, Rhodes University, Makhanda (Grahamstown), 
South Africa 

 https://orcid.org/0000-0001-7583-9845

Abstract
Social media has become a major factor within the operations and functions of radio 
stations. This study used a social media maturity model (SMMM), developed from 
available literature, to assess the social media maturity of a South Africa community 
radio station, Rhodes Music Radio (RMR). The study found that RMR had a level 
3 rating on a 5-level maturity scale, indicating that it was quite, but not yet fully, 
mature in its social media use. In addition to outlining the research and its findings, 
this article makes recommendations for how the station could increase the maturity 
of its social media use.
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1. Introduction 
The aim of the research on which this article is based was to develop and implement 
a social media maturity model (SMMM) to assess a community radio station’s use 
of social media. Rhodes Music Radio (RMR) is a non-profit community radio 
station based on the campus of Rhodes University in Makhanda (Grahamstown), 
South Africa (RMR, 2007). The station services the general Makhanda area, which, 
according to the World Population Review (2019), has a population in excess of 
90,000. The station operates within a 50 km radius of its location in the town (RMR, 
2015). RMR uses social media in a number of different ways. Social media are sources 
of news content for shows, a channel of communication for the station’s listeners, a 
mode of internal communication for RMR staff, and a tool for marketing the brand 
of the station. Almost all operational departments at the station use social media in 
some way.

Community radio and social media
Jankowski (2003, p. 7) places community radio under a broader category of community 
media, which includes “a diverse range of mediated forms of communication: electronic 
media such as radio and television, print media such as newspapers and magazines, 
and electronic network initiatives which embrace characteristics of both traditional 
print and electronic media”. The uniqueness and contribution of community radio 
broadcasters is partly reflected in the values that they promote. Through a meta-
analysis of the literature, Order (2015) identified these distinguishing values as access, 
diversity, alternative, independence, representation and participation. In addition, the 
content of community radio has unique features, which are valued by its listeners. 
Lewis (2000) has noted that, despite the growing preference for visual media, radio 
remains important in the personal lives of listeners. This may be explained by the 
unique offerings of radio in comparison to other media, such as: the appeal of 
radio music (MacFarland, 2016), the affinity of radio soap opera with storytelling 
traditions (Makoye, 2006), the growing popularity of radio talk shows (Owen, 2018), 
and the opportunity that radio provides to the audience to be the co-producers of 
radio (Hendy, 2013), or to be citizen journalists (Atton, 2003). 

Community radio typically has communitarianism (Brevini, 2015), the facilitation 
of social inclusion (Correia, Vieira & Aparicio, 2019), or the development and 
maintenance of a local community identity (Scifo, 2015) as its primary purpose. 
Therefore, central to its raison d’être is the building of a relationship between the 
station and the local community, particularly if community radio is viewed as a 
communication system rather than as a distribution system, allowing listeners not 
only to hear, but also to speak (Hendy, 2013). Community radio can also serve a 
number of other purposes, including community development (Wabwire, 2013), the 
promotion of democracy and citizen participation (Barlow, 1988; Mhagama, 2016) 
and the promotion of socio-cultural cohesion (Correia, Vieira & Aparicio, 2019; 
Rodríguez, 2005), but relationship-building remains a central characteristic. 

Looking specifically at the South African context, the 1993 Independent Broadcasting 
Authority Act (IBA Act) made provision for three types of radio broadcasters, 
namely public, commercial and community services (RSA, 1993). Within a few 
years of the Act being promulgated, around 100 community radio stations had 
received operating licences (Sparks, 2009; Tacchi, 2003), and by 2007, 152 of South 
Africa’s 191 licensed radio stations were classified as community services, reaching 
an estimated 6.5 million listeners (Da Costa, 2012). These radio stations were either 
serving a localised geographic community, or a community that had a common 
interest (Tacchi, 2003). (The IBA Act was repealed, and its provisions on community 
broadcasting replaced, by the Electronic Communications Act (ECA) of 2005 (RSA, 
2005).) 

Subsequently, community radio in South Africa has been found to serve as an 
effective way to:

•	 raise awareness about health-related issues (Hlongwana, Zitha, Mabuza & 
Maharaj, 2011; Mawokomayi & Osunkunle, 2019; Medeossi, Stadler & 
Delany-Moretlwe, 2014).

•	 inform and empower women (Fombad & Jiyane, 2019; Oduaran & Nelson, 
2019).

•	 build communities (Mawokomayi & Osunkunle, 2019; Tacchi, 2002).
•	 provide a vehicle for participatory communication amongst previously 

disenfranchised communities (Megwa, 2007; Olorunnisola, 2002).
•	 facilitate access for community members to information and communication 

technology (Megwa, 2007). 

However, Sparks (2009) observes that there is some concern that the essence of 
community radio in South Africa has been eroded by financial pressures and the 
adoption by many stations of a more commercialised operating model. Observing 
international trends in emerging community radio, Da Costa (2012) cautions that 
there is a tendency for the original purpose of community radio to be eroded when 
funding sources and models change.
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As social media has emerged, it has been increasingly integrated into the activities 
of radio, with journalists adopting social media as a tool of their trade ( Jordaan, 
2013). For example, Rooke and Odame (2013) found that community radio hosts in 
Canada were using blogs primarily to generate a larger audience base and to interact 
and connect with listeners. In community radio in South Africa, there has been an 
increasing but uneven use of social network sites, and even a negative correlation 
between the number of listeners and the number of followers on social media (Bosch, 
2014). This anomaly is partly explained by the economic inequalities of South African 
society, with some of the larger radio stations targeting poorer communities that 
are unable to afford internet connectivity (Bosch, 2014). Nevertheless, social media 
provides an added dimension to the relationship that a radio station has with its local 
community, as it represents an additional tool with which to build these relationships 
through the two-way communication that it enables. 

Furthermore, Bosch (2014) found that audiences already on social media tended to 
have greater access to, and participation in, community radio, with, for example, their 
messages being read on air. She also notes that the virtual and distributed nature of 
these networks is redefining the notion of a community, beyond geographic confines. 
In addition to building a relationship with their listener base, broadcasters cannot 
ignore the potential of social media to complement fundraising efforts (Rooke & 
Odame, 2013) and to generate an additional advertising revenue stream (Albarran 
& Moellinger, 2013; Lietsala & Sirkkunen, 2008). However, this places greater 
demands on broadcasters, who must continue to pay attention to the quality of their 
radio broadcasting as well as effectively integrate their use of social media.

Quality in radio
Radio stations derive their assessment of quality from three main dimensions 
(Ngcezula, 2008), namely: (1) content produced by the station, such as programming, 
jingles and music played; (2) the style and overall effectiveness of radio hosts and 
presenters; and (3) listenership, which determines, in part, the advertising revenue 
potential of the station. 

In South Africa, the Independent Communications Authority of South Africa 
(ICASA) is mandated by legislation to regulate “the telecommunications, broadcasting 
and postal industries in the public interest and ensure affordable services of a high 
quality for all South Africans” (ICASA, n.d.). ICASA fulfils several functions, 
including receiving and resolving complaints (ICASA, n.d.). Largely due to these 
regulatory requirements, the quality of radio programming receives a great deal of 
attention. A typical approach to monitoring the quality of programmes is for executive 
producers or management to conduct “snoop sessions”, which involve listening to the 
station’s content (Radio Talent, 2013). In addition, focus group discussions amongst 
shows’ listeners are held to assess the quality of the on-air content from a listener’s 
point of view (Freitas et al., 1998).

Media organisations are still trying to devise ways to integrate, fully and effectively, 
the use of social media into their operations (Alejandro, 2010). This is one reason why 
journalists and media organisations follow, or monitor, each other’s activities online. 
They hope to identify best practices, or new ways of using these platforms (Harper, 
2010). Despite some interest in the management of quality in radio, relatively little 
research has been done on quality management in media organisations. It is not 
surprising, then, that only a limited number of research studies have been conducted 
to investigate quality aspects of the use of social media, or online activity in radio. 
To date, research has focused on issues such as: accessing radio programming using 
online platforms (Evans & Smethers, 2001); using social media to grow radio 
listenership (Greer & Phipps, 2003); making radio more personal through social 
media (Lüders , 2008); investigating youth attitudes towards traditional media in 
the age of social media (Tapscott, 2009); exploring the place of traditional radio 
stations in the age of social media and online streaming services (e.g., Pandora, Apple 
Music and Spotify) (Winans, 2012); and determining how radio stations should be 
conducting themselves on social media (Resler, 2016).

2. Models for assessing organisational maturity and social media maturity

Operational excellence and organisational maturity
As one aspect of the quality process of an organisation, operational excellence 
can be described as the consistent and reliable execution of the business strategy 
(Wilson Perumal & Company, 2013). Organisational maturity is referred to when 
measuring the level of quality, and is defined by Torres (2014, p. 1) as “a measure of an 
organization’s readiness and capability expressed through its people, processes, data 
and technologies and the consistent measurement practices that are in place”. Models 
of organisational maturity have been developed, with their origins in the software 
industry (Wendler, 2012). These models are presented in the form of a matrix that is 
made up of five or six discrete and cumulative levels (or stages) of maturity, against 
which varies categories of performance are measured (Wendler, 2012). 

While the publication of maturity models is still dominated by the software industry, 
there has been a rapid growth in the number of areas where maturity models are 
applied (Tarhan, Turetken & Reijers, 2016; Wendler, 2012) and the development of 
more generic models such as the business process orientation (BPO) maturity model 
(Tarhan et al., 2016). The BPO maturity model identifies five levels of maturity or 
quality, naming them as follows: ad hoc; defined; linked; integrated; and extended 
(Lockamy & McCormack, 2004). A second generic model, the capability maturity 
model (CMM) has been adapted from the BPO maturity model (Lockamy & 
McCormack, 2004, p. 276) and is a five-level generic maturity model used to assess 
an organisation’s ability or capacity to deal with any type of proposed change (Perkins, 
2012). According to Perkins (2012, p. 4), “CMM describes the behaviours, practices 
and processes of an organisation that enables them to reliably and sustainably 
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produce required outcomes.” The model adopts a multi-dimensional approach to 
assess an organisation’s ability to adapt to a proposed change (Perkins, 2012). The 
basic premise of a third model—the organisational IT maturity (OITM) model—
is that it specifically examines an organisation’s ability to invest in, or implement, 
information technology solutions (Ragowsky, Licker & Gefen, 2012). This model 
has six levels, rather than the typical five, making use of a “level 0”.  These levels 
go from “ignorant” at level 0 to “aware” to “willing” to “trusting” to “accepting” and 
ultimately to “responsible” at level 5 (Ragowsky et al., 2012). 

Organisational maturity models incorporating social media
The social organisation model (Campbell & Gray, 2014), developed by PMWorks 
in Australia, is used to assess the likelihood of success when incorporating social 
media into the operations of an organisation. The basic premise of the model is that 
the business must first understand the model of social organisation which prevails, 
before implementing social media, as a failure to do so may “hamper or possibly 
kill the successful uptake of social media within the organisation” (Campbell & 
Gray, 2014, p. 9). The five stages, or levels of the social organisation model are: (1) 
traditional: traditional hierarchical communication structure; (2) decentralised: no 
centre of power and influence; (3) hub and spoke: communication occurs with a 
common purpose; (4) dandelion: multiple hub and spoke networks working towards 
a common purpose or goal; and (5) honeycomb: fully integrated communication 
without hierarchical structure but with a common purpose (Campbell & Gray, 2014). 
The least favourable of the five levels is the first one—traditional—which hinders the 
adoption of social media and is focused on hierarchical communication, while in the 
fifth level—honeycomb—an organisation is fully adapted to social media (Campbell 
& Gray, 2014). 

Social media maturity model (SMMM)
Organisations are increasingly using social media, in recognition of its strategic 
importance for marketing, communication and other purposes, and yet there is a 
paucity of research on social media management in organisations (Chung, Andreev, 
Benyoucef, Duane & O’Reilly, 2017; Duane & O’Reilly, 2016). PMWorks has put 
forward a social media maturity model that is focused specifically on the employees 
of an organisation and how much they are involved with social media in their lives, 
both personally and professionally (Campbell & Gray, 2014). Given its focus on 
employee use, the relevance of the work of Campbell and Gray (2014) to this study 
was recognised. The five levels are labelled and defined as follows (Campbell & Gray, 
2014): 

•	 Level 1: Ad hoc or absent: Some individuals are literate in social media and 
use it for their own personal purposes, mostly, or even exclusively, outside of 
work.

•	 Level 2:  Isolated users connected: Some individuals use social media to 
connect with other workers within the organisation for work and/or social 
purposes. While nothing is officially organised, experimentation and use are 
tolerated within the organisation. 

•	 Level 3: Emergent community: An application for social media is identified 
and implemented within a group or in a specific project. This may emerge 
from organic growth, or an executive sponsor (e.g., marketing), or to support 
communication efforts associated with a specific project. 

•	 Level 4: Community: Organisation-wide models and tools are broadly 
deployed for managing social media content and platforms, and some 
metrics are implemented. Social media is used to support the management 
of cultural change at the corporate level. 

•	 Level 5: Fully networked: All employees are connected to the organisational 
social network and have a recognised role. Social media values and 
practices are an embedded part of the culture, and individuals operate in 
multiple relationships across the organisation. The inclusion of metrics and 
determining the return on investment are an accepted part of the model. 
Social media is an accepted part of the change management tool set and/or 
marketing mix.

3. Development and application of an SMMM for community radio
It was decided that the organisational maturity of Rhodes Music Radio’s use of social 
media should be rated using an adapted version of the Campbell and Gray (2014) 
SMMM, with the adaptations drawing on other models from the literature outlined 
above (Lockamy & McCormack, 2004; Perkins, 2012; Ragowsky et al., 2012).

Five-level scale
The adapted SMMM has a five-level scale, with 1 being the lowest level of maturity 
and 5 being the highest (Lockamy & McCormack, 2004; Ragowsky et al., 2012). 
Each level is matched with a general description of characteristics, as adapted from 
the Lockamy and McCormack (2004) BPO maturity model and the Campbell and 
Gray (2014) SMMM. The levels of these models differ somewhat. Lockamy and 
McCormack (2004) include an experimental level between Campbell and Gray’s 
(2014) levels of ad hoc and defined. This level was included to provide a more 
granular distinction of levels at the lower end of maturity. Furthermore, Lockamy 
and McCormack’s (2004) extended level, which describes multi-firm networks, was 
not included, given the interest in the maturity of social media use in a single entity, 
namely RMR. The levels, as outlined in Table 1 in ascending order of maturity from 
1 to 5, are therefore: ad hoc; experimental; defined; linked; and integrated.
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Table 1: SMMM rating scale for a community radio station

Level Characteristics

Level 1: 
Ad hoc 

The organisation makes little to no use of social media. Usage is confined to a few 
individuals who occasionally use social media during shows. 

Level 2: 
Experimental

Some individuals or departments begin to use social media for personal branding 
purposes or to connect with other similar parties. Usage is spurred by external 
stakeholders who expose the organisation to social media influence. No systems 
exist as yet.

Level 3: 
Defined

Social media used formally in certain departments to engage with stakeholders. 
Organisation has a formal presence on social media across multiple platforms. 
Brand is beginning to grow online. Staff members begin to have training on rules 
and guidelines for social media conduct.

Level 4: 
Linked

Organisation-wide models and tools are broadly deployed for managing social 
media content and platforms, some metrics are implemented and monitored, 
culture is moving towards social media being used in all departments. At the 
organisational level, social media is now recognised as having strategic value. The 
organisational structure is adjusted to cater for this. Training and engagement are 
the norm.

Level 5; 
Integrated

All staff members and departments are aware of and fully plugged into the social 
media of the organisation. Policy framework is fully in place and guides issues 
around social media specifically. Social media used across all departments, with 
each having its own agenda and uses for online platforms. Online activity is fully 
integrated with social media having full skills and technical support, as well as 
providing a revenue stream for the organisation. The brand of the organisation is 
well articulated on social media with full buy-in from staff members.

Source: Adapted from Campbell and Gray (2014)

This SMMM uses model descriptions at each level to describe the general level of 
maturity (Campbell & Gray, 2014; Ragowsky et al., 2012). With these descriptions 
as a base, the SMMM uses more specific descriptions at each level of maturity for the 
specific factor to be investigated. 

Organisational spheres
The organisational spheres chosen for application of the model were: 

•	 organisation-wide spheres: (1) policy and (2) monitoring.
•	 all the RMR departmental operational spheres, namely: human resources, 

programming and production, technical, marketing and branding, music, 
sales and advertising, communication, news, and on-air programming. 

Data collection
The model was applied to RMR using two sources of data, namely the RMR’s 
“Operational Policy” document and 14 interviews with RMR staff, including: the 
station manager, all nine functional managers, and four presenters. All the interviews 
were conducted within a month and face-to-face, and—with the permission of the 
interviewees—were audio recorded. The sources of information for developing the 
SMMM were therefore RMR staff members, who were asked questions during the 
semi-structured interviews that were customised to their area of functioning. For 
the most part, the sources had an intimate knowledge of how their department was 
making use of social media, or of how their department’s efforts were contributing 
to the overall organisation-wide social media use of the station.

Deductive thematic analysis (Boyatzis, 1998; Braun & Clarke, 2006) was used to 
analyse the data. In accordance with the model, the assessment was focused on 
finding out which systems the station has in place to make effective use of social 
media—both generally and within individual departments, and at what level of 
maturity. For two organisation-wide spheres, as well as for each department, the data 
collected was summarised and compared to the SMMM rating scale descriptors as 
set out in Table 1, to reach a judgement on the level of maturity. In addition, based 
on the summaries, short descriptions of level characteristics were formulated. Table 
2 summarises the SMMM’s organisational spheres and maturity level characteristics.

Table 2: Organisational spheres and level characteristics

Organisational spheres Maturity level characteristics

Organisa-
tion-wide 

spheres

Depart-
men-

tal-level 
operational 

spheres

1
Ad hoc

2
Experi-
mental

3
Defined

4
Linked

5
Integrated

Policy 
social media 
strategy

None Social media 
dealt with 
using other 
existing 
policy or 
policies

Social media 
policy in 
development

Preliminary 
enforcement 
of policy

Full policy in 
place which 
directs all 
station social 
media efforts

Monitor-
ing 
social media 
listening 
and moni-
toring 

No systems 
in place

Monitor 
basic activity 
and simple 
metrics 
online 

Tracking 
trends on 
various 
social media

Use analytic 
tools like 
Google and 
Twitter 
analytics

Full moni-
toring of all 
platforms 
with regular 
reporting
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Human 
resources

No training, 
norms or 
code of 
conduct 
for online 
activity

Social media 
training 
– occa-
sional and 
unplanned 

Establish-
ing a set of 
norms for 
conduct and 
training on 
social media 
for staff

Enforcement 
of norms and 
training 

Social media 
becomes 
integrated 
into staff 
training and 
development

Program-
ming and 
production

Limited 
consideration 
in content 
production

Use social 
media as a 
secondary 
resource/
channel for 
content

Developing 
norms in 
how to use 
social media 
in content 
production

Social media 
plan for cer-
tain shows, 
not all

Social media 
plan for all 
shows

Technical No specif ic 
technical 
support giv-
en to social 
media

Social media 
used within 
existing 
technical 
support 
structures

Developing 
technical 
support 
norms for 
social media 
use

Support sys-
tems in place 
for most 
platforms

Full techni-
cal support

Marketing 
and brand-
ing

Little to 
no presence 
online

Brand exists 
on social me-
dia with no 
set identity 
or structure 

Developing 
brand iden-
tity through 
social media 
properties

Communi-
cate brand 
identity to 
the station 
and staff

All internet 
and social 
media 
properties 
aligned with 
one brand 
vision

Music Little to no 
social media 
acknowl-
edgement of 
music and 
artists 

Acknowl-
edgement of 
artists and 
music on 
social media 
occasional 
and unstruc-
tured

Introduce 
social media 
formally into 
on air music 
playing 

Social media 
acknowl-
edgement 
where 
information 
is available

All songs 
played 
accompa-
nied by 
social media 
acknowl-
edgement of 
artists

Sales and 
advertising

No part in 
sales promo-
tion

Occasional 
use of social 
media in 
advertising 
agreements 
and projects

Introduce 
social media 
formally into 
advertising 
agreements

Creating 
different 
sales pack-
ages with 
varying 
levels of 
social media 
engagement

Advertising 
agreements 
include full 
social media 
exposure as 
standard

Communi-
cation 

No use of 
social media 
in internal 
staff commu-
nication

Occasional 
use of social 
media for 
less import-
ant or casual 
announce-
ments 

Social media 
used to 
dispense both 
formal and 
informal 
communica-
tion 

Social media 
used for-
mally as an 
alternative 
communica-
tion channel

All internal 
communica-
tion explic-
itly conveyed 
using both 
email and 
social media

News No expecta-
tion of social 
media use 
to broadcast 
news stories 
or headlines

RMR News 
uses social 
media for 
certain 
events

Social media 
only used to 
give updates 
on specif ic 
types of 
events e.g., 
crises and 
live events 

Social media 
used for-
mally as an 
alternative 
broadcast 
channel for 
news 

Full inte-
gration of 
social media 
to accompa-
ny all news 
broadcasts 
and live 
events

On-air 
program-
ming 

No expec-
tation to 
use social 
media in 
radio work 

Staff 
members 
use social 
media if 
they wish 
to 

Staff 
members 
expected 
to have so-
cial media 
accounts 

Staff use 
social me-
dia during 
shows and 
for content 
production

Staff use 
their 
personal 
social 
media to 
promote 
the social 
media of 
the station

Table 3 lists the departments that constitute the operations of RMR and describes the 
elements with relevance to the SMMM that were investigated in each departmental 
sphere. After first assessing the social media maturity of each department, an 
aggregate maturity level for the whole organisation was then determined.

Table 3: Elements investigated in each departmental-level operational sphere
Departmental-
level operational 
spheres

Elements

Human resources The Human Resources Department has programmes in place that help staff 
members to work with social media in the day-to-day presenting and produc-
tion of shows.

Programming and 
production

The role of social media in the production of content for shows (e.g., using so-
cial media as a source for content, news, features and trends; systems to ensure 
that content sourced online is true and accurate).

Technical The role of the Technical Department in the use of social media (e.g., ensur-
ing that staff have access to working computers, RMR’s internal computer 
network and the internet).

Marketing and 
branding

Online branding of the radio station and ensuring consistency over the various 
platforms that the station uses to promote or present itself, including social 
media.

Music The role of social media in the sourcing, programming and distribution of 
music, and in interactions with the music industry.

Sales and 
advertising

The role of social media in bringing revenue to the station, including the na-
ture of advertising agreements and services, and the utilisation and integration 
of all media for advertising (e.g., during on-air programming and on online 
platforms).
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Communication The role of social media in communication, particularly with staff members, 
RMR student society members, and the public at large.

News How social media is used as a source of news content and to inform the news 
stories that are covered.

On-air program-
ming

How presenters and producers are using social media to gather content for 
their shows and to communicate with the public about their shows.

4. Findings
Organisation-wide spheres: policy and monitoring
It was found that RMR did not have a formal social media policy in place, but had 
other working documents that it used as guidelines. The main document used for 
the day-to-day running of the station was an Operational Policy document that was 
formulated in 2014. Regarding the use of social media at the station, the Operational 
Policy was used as a guideline for how staff should conduct themselves online, both 
professionally and personally. The policy indicated that staff members should not act 
in ways that bring the name of the station into disrepute or use language on air that is 
derogatory, for example. This policy originally applied to the general conduct of staff 
members at RMR, but had since applied to the conduct of staff members in their use 
of social media. A Social Media Policy was being developed at the time of the field 
research and still had to be finalised and implemented.

As a station, RMR was using Facebook, Twitter and Instagram. In terms of 
administration of the different social media accounts, the following portfolios had 
administrative access on behalf of the station: the Station Manager, the Deputy 
Station Manager, Communications, Marketing and Brands, and Social Media. 
When live events were posted, the content for the various accounts was verified by 
the Social Media Manager. 

RMR was monitoring its performance on social media using the analytical tools 
made available by the different networks, and through feedback received by the 
station in the form of word-of-mouth and written comments. However, the station 
had no benchmarks in place to gauge the performance of social media posts, and no 
formal or systematic way of monitoring the social media activities of staff members 
to ascertain the quality and integration of social media use. 

Departmental-level operational spheres

Human resources 
Internally, staff members were expected to participate as much as possible on social 
media, in ways that helped to promote the station and its programming. However, 
staff had not received any formal training from RMR on social media use. No training 
was offered and no guidelines on responsible behaviour were available. Instead, staff 
had learnt through their own research and experience. Presenters followed national 

and local media organisations that always seemed to be up to date with what was 
happening nationally, and that updated their social media platforms frequently. 
Individuals with national profiles in radio were followed, as well as some with a local 
profile.

Programming and production
RMR considered social media to be a major source of content for its programming. 
The production team tended to rely on credible or established news outlets and 
media organisations to verify the content of stories sourced from social media, and 
the Production Manager controlled the type of content that was aired, by approving 
show content plans before shows went on air.

Presenters recognised that social media helped them to stay abreast of trends and the 
general state of society. One interviewee was of the view that the public’s expectation 
was that presenters “should be informed about what is going on in the society, since 
they are the people who are a voice for the people.” Another interviewee noted that 
listeners expected presenters to interact with them online when presenting their 
shows on radio. However, interviewees were of the view that listeners expected 
presenters to stay neutral on radio and in social media, since they were viewed as 
journalists. As one interviewee stated: “One needs to be unbiased and I find that my 
interactions on social media remain consistent whether I’m dealing on a personal or 
professional level.”

Technical
The technical team was responsible for setting up equipment, including ensuring 
that computers are in working condition and that they can access the internet. While 
the technical team members were trained as sound technicians, with the expanding 
scope of their work, they had to develop expertise in the areas of IT, networking and 
engineering as well.

Marketing and branding
RMR used Twitter, Instagram and Facebook to communicate and market its brand. 
The station also derived some benefit for its brand through the personal social media 
accounts and networks of RMR staff. However, it was difficult to monitor how staff 
members carried the RMR brand online. The Marketing Manager said: “There are 
no systems in place to help maintain the values, mission and brand image of RMR. 
There is room for improvement when it comes to RMR’s efforts to grow its brand 
using social media.”

Music
RMR’s Music Department engaged with the music industry using social media as a 
channel of communication. Formal communication with public relations companies 
promoting songs took place through email. Music submissions were mainly done 
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using digital submissions or email, with the sending of physical CDs to the station 
“becoming less by the week”. It was not possible for songs to be added to RMR’s 
library from social media interaction, but when songs were play listed or added to the 
music library, this was acknowledged on Twitter. 

Recording companies and artists tended to interact with RMR on their various social 
media platforms when their music was played on RMR. Twitter seems to be the 
music industry’s preferred platform, because of its immediacy and the capability to 
gauge trends on this platform. 

Sales and advertising
While potential advertisers were made aware of RMR’s presence and engagement 
on social media through statistics and website links, the main channel for advertising 
was on-air advertising, and RMR did not charge for advertising on its social media, 
but offered it as an added benefit to advertisers. Therefore, the radio station did 
not generate any revenue directly from its social media platforms. Furthermore, 
competitions were used as a vehicle to get people to view RMR’s social media 
platforms and thereby to view the advertising content placed there.

Communication
The Communications Manager highlighted that the official channel for internal 
communication for staff members was email, but recently this had been extended 
to the use of social media: a special Facebook group was established for staff. Email 
was still used for communication with the RMR Club. For external communications, 
RMR had established a social media presence and now had to work on increasing the 
level of interaction with its online platforms.

News
RMR used social media as a source of news and content. RMR recognised that social 
media can be a biased news source, but there were no formal systems in place at 
RMR to check the credibility of sources. However, the news team tried to fact check 
stories before reporting on them. RMR News operated as a broadcast news team 
with on-air bulletins being the only way in which RMR conveyed news to people. 
RMR did not publish news anywhere else.

Overall assessment
Table 4 provides a summary of the assessment of RMR’s social media maturity. 
According to the model, the station was assessed as being at level 3 maturity overall 
in its social media use, with room for improvement. In Table 1, a level 3 maturity 
was described as “defined”, meaning that social media was used formally in some 
departments. As set out in Table 4, three departments were found to be at level 3, and 
five at level 4, with only the Technical Department rated at level 2 (as skills related 
to social media support were still being developed in that department). Furthermore, 

the organisation had a formal presence across multiple social media platforms, and 
there was evidence to suggest that the station’s brand was beginning to grow online. 
RMR had also begun tracking the trends in its social media presence. Furthermore, 
consistent with the level 3 descriptor, staff members were being trained in social 
media use, and there were rules and guidelines related to social media conduct, even 
though a formal policy on social media was still to be finalised.

Table 4: Assessment of RMR’s social media maturity

Organisational spheres Findings on level characteristics
Organisa-
tion-wide 
spheres

Depart-
metal-level 
operational 
spheres

Ad Hoc Experi-
mental

Defined Linked Integrated

Policy 
social media 
strategy 

None Social media 
dealt with 
using other 
existing 
policy or 
policies

Social media 
policy in 
development

Preliminary 
enforcement 
of policy

Full policy in 
place, which 
directs all 
station social 
media efforts

Monitor-
ing 
social media 
listening 
and moni-
toring 

No systems 
in place

Monitor 
basic activity 
and simple 
metrics 
online 

Tracking 
trends on 
various 
social media

Use analytic 
tools like 
Google and 
Twitter 
analytics

Full moni-
toring of all 
platforms 
with regular 
reporting

Human 
resources

No training, 
norms or 
code of 
conduct 
for online 
activity

Social media 
training 
– occa-
sional and 
unplanned 

Establish-
ing a set of 
norms for 
conduct and 
training on 
social media 
for staff

Enforcement 
of norms and 
training 

Social media 
becomes 
integrated 
into staff 
training and 
development

Program-
ming and 
production

Limited 
consideration 
in content 
production

Use social 
media as a 
secondary 
resource/
channel for 
content

Developing 
norms in 
how to use 
social media 
in content 
production

Social media 
plan for cer-
tain shows, 
not all

Social media 
plan for all 
shows

Technical No specif ic 
technical 
support giv-
en to social 
media

Social media 
used within 
existing 
technical 
support 
structures

Developing 
tech-
nical support 
norms for 
social media 
use

Support sys-
tems in place 
for most 
platforms

Full techni-
cal support
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Marketing 
and brand-
ing

Little to 
no presence 
online

Brand exists 
on social me-
dia with no 
set identity 
or structure 

Developing 
brand iden-
tity through 
social media 
properties

Communi-
cate brand 
identity to 
the station 
and staff

All internet 
and social 
media 
properties 
aligned with 
one brand 
vision

Music Little to no 
social media 
acknowl-
edgement of 
music and 
artists 

Acknowl-
edgement of 
artists and 
music on 
social media 
occasional 
and unstruc-
tured

Introduce 
social media 
formally into 
on air music 
playing 

Social media 
acknowl-
edgement 
where 
information 
is available

All songs 
played 
accompa-
nied by 
social media 
acknowl-
edgement of 
artists

Sales and 
advertising

No part in 
sales promo-
tion

Occasional 
use of social 
media in 
advertising 
agreements 
and projects

Introduce 
social media 
formally into 
advertising 
agreements

Creating 
different 
sales pack-
ages with 
varying 
levels of 
social media 
engagement

Advertising 
agreements 
include full 
social media 
exposure as 
standard 

Communi-
cation 

No use of 
social media 
in internal 
staff commu-
nication

Occasional 
use of social 
media for 
less import-
ant or casual 
announce-
ments 

Social media 
used to 
dispense both 
formal and 
informal 
communica-
tion 

Social media 
used for-
mally as an 
alternative 
communica-
tion channel

All internal 
communica-
tion explic-
itly conveyed 
using both 
email and 
social media

RMR News No expecta-
tion of social 
media use 
to broadcast 
news stories 
or headlines

RMR News 
uses social 
media for 
certain 
events

Social media 
only used to 
give updates 
on specif ic 
types of 
events e.g., 
crises and 
live events 

Social media 
used for-
mally as an 
alternative 
broadcast 
channel for 
news 

Full inte-
gration of 
social media 
to accompa-
ny all news 
broadcasts 
and live 
events

On-air pro-
gramming 

No expecta-
tion to use 
social media 
in radio 
work 

Staff 
members use 
social media 
if they wish 
to 

Staff mem-
bers expected 
to have 
social media 
accounts 

Staff use 
social media 
during 
shows and 
for content 
production

Staff use 
their per-
sonal social 
media to 
promote the 
social media 
of the station

5. Recommendations and future research
We now provide our recommendations for how RMR can increase its social maturity 
level, followed by recommendations for further research. 

Technical skills
The department that required the most urgent attention was the Technical 
Department, to develop its members’ capacity so that they could provide the required 
support for social media. This required creating a position responsible for computer-
related technical support, and the recruitment of someone with the relevant skills to 
fill the post.
  
Internal capacity development
To develop capacity internally, the station needed to urgently finalise and endorse 
its Social Media Policy. Thereafter, RMR staff had to be trained on the policy and 
how to apply it properly in their work. Finally, once staff were informed of the 
Social Media Policy and formally trained in the use of social media, they had to be 
encouraged to become more involved in the social media of the station, by following 
the various RMR accounts and engaging with listeners and other staff members on 
these platforms. 

Integration of social media into activities
Once internal social media capacity had been developed, the station needed to find 
ways to better integrate social media into its activities. First, it had to find ways to 
connect more frequently with the Rhodes University and Makhanda communities, 
as these two audiences formed the main listener base for the station’s estimated 3,000 
listeners. RMR also needed to find ways to convert its social media following into 
listeners of its broadcast programming. Marketing through live broadcast events that 
are also promoted through social media could be an effective means to achieve this. 
Furthermore, RMR could try using new social media platforms such as Snapchat 
and Google Plus, to complement its traditional Facebook, Twitter and Instagram 
platforms. These recommendations highlight the need for RMR to adopt a more 
strategic and integrated approach in its use of a combination of radio and social 
media, to provide a more holistic set of media to its audience.

Future research
The SMMM developed in this study seemed to be appropriate for assessing 
the social media maturity level of RMR and appeared to be practically useful in 
identifying areas for the station’s potential improvement. However, the research 
was of limited scope given that it involved only one community radio station. It is 
therefore recommended that further research be undertaken with the same model 
at other community radio stations, to test the utility of the model in other contexts.
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Abstract
The South Africa Connect national broadband policy of 2013 aims to ensure that 
the country achieves universal internet access by 2030, thereby fostering digital skills 
development. This study investigates one dimension of the South Africa Connect policy 
objectives, by considering rural teachers’ adoption of information and communication 
technologies (ICTs) for teaching and learning at 24 schools. This research used baseline 
data from the Information and Communication Technology for Education (ICT4E) 
project undertaken in rural schools in seven South African provinces. The technology 
readiness index (TRI) was used as the theoretical lens. We found that the vast majority 
of the teachers surveyed were optimistic about the use of ICTs for teaching and learning, 
which suggests teachers’ readiness to use ICTs despite the existing financial, technical 
and digital skills challenges at their schools. We also found that the majority of the 
schools had policies prohibiting student use of personal digital devices, apart from 
calculators, on school premises. In our analysis, these policies potentially conflict with 
the objectives of South Africa Connect. This study contributes to theory and practice by 
offering empirical evidence of the usefulness of the TRI for presenting teachers’ readiness 
to adopt ICTs in situations of conflicting forces. The study also has the potential to 
contribute to policy deliberations by highlighting the possible disconnect between the 
schools’ bans on student personal digital devices and the objectives and targets set by the 
South Africa Connect policy.
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1. Introduction
The fourth industrial revolution (4IR) is centred on the application of digital 
technologies so that distinctions between the physical, digital and biological spaces 
are reduced. Among the central manifestations of the 4IR are job automation and 
an always-connected, converged world (Eberhard et al., 2017). For a country to 
achieve the benefits of the 4IR, emphasis needs to be placed on building citizens’ 
optimism through providing access to, and the skills to operate, digital technologies, 
i.e., emphasis needs to be placed on building citizens’ skills competencies in the use 
of information and communication technologies (ICTs). 

A country’s ICT policies guide the adoption and use of technology by explicitly 
setting out what needs to be done to achieve national goals (Gibson, Broadley, Downie 
& Wallet, 2018). Educational technology policy development and implementation 

aim to facilitate the sustainable adoption and application of technology so that it 
assists the country’s education system, through implementation by students, teachers, 
parents, principals and administrators. ICTs, which include internet, PCs and mobile 
devices (e.g., mobile phones, tablets and laptops), are used in schools with the expected 
national goals (outcomes) being improved access to and dissemination of teaching 
and learning materials (Hennessy, Harrison & Wamakote, 2010). National goals in 
education need to align with the United Nations Sustainable Development Goal 
(SDG) No. 4, which is to ensure that quality education is offered at all educational 
levels (Department of Basic Education, 2017; Gibson et al., 2018). 

In developing countries, ICTs are proposed as tools to assist in reducing the digital 
divide, especially in education (Rena, 2008) where they can, among other things, 
provide access to secondary learning materials (Porter et al., 2016) with hard-copy 
textbooks still being the recommended primary sources (Eberhard et al., 2017). 
Notwithstanding the concerns raised by Hargittai (2010, p. 93) that researchers 
should be mindful of the “assumptions about widespread digital skills among 
[citizens]”, African researchers have provided empirical evidence of the efficacy of 
building digital skills in education and of the spread of digitally enabled education. 
Kaliisa and Picard (2017), via a systematic review of literature from nine African 
countries on the use of mobile devices in higher education, find that smartphones are 
the predominant mobile devices used for learning, followed by tablets. 

Rambe and Ng’ambi (2014) have found that students in South Africa can expand 
their digital skills through the use of Facebook. As a result of the positive empirical 
evidence witnessed in Ghana, Malawi and South Africa, Porter et al. (2016) conclude 
by urging relevant authorities in Sub-Saharan Africa to address the challenges faced 
by youth concerning the use of mobile devices for education. However, there is still 
very little empirical evidence from Africa on ICT adoption for teaching and learning 
in schools (Liebenberg, Benade and Ellis (2018) is among the notable exceptions), 
particularly from the perspective of teachers, and this gap necessitates research of the 
kind described in this article.

Like other developing countries, South Africa has policies aimed at boosting the 
adoption and use of ICTs, specifically in education. South Africa Connect, the 
country’s national broadband policy of 2013, mandates the introduction of a broadband 
connection (with a download speed of at least 100 Mbps) to every primary school 
and secondary school as part of an initiative to ensure the countrywide availability 
of broadband internet access by the year 2030 (DoC, 2013). The policy positions the 
enhancement of teachers’ and principals’ internet connectivity as necessary to support 
access to, and the use of, learning materials that can enhance learning in classrooms 
and foster the development of students’ digital skills. 
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Schools in South African rural areas suffer from shortages of teachers and of teaching 
and learning materials (Waller & Maxwell, 2017). Projects in South Africa, as in other 
countries around the world, are providing teachers with ICTs in order to assist them 
with teaching and to increase their ICT knowledge and skills (Botha, Herselman, 
Rametse & Maremi, 2017; Frohberg, Göth & Schwabe, 2009; Roberts & Vänskä, 
2011). One element of focus has been on ensuring that the digital tools diffused in 
schools are sensitive to the schools’ resource challenges and are sustainable. Central 
to this sustainability dimension are teachers’ skills and attitudes with respect to the 
use of technology. 

Many ICT interventions meet with failure when the recipients of the intervention 
struggle to sustain the tools introduced and used during the project. Among the 
reasons for such failures, it has been argued, are lack of fit between the ICTs and user 
need (Alsabawy, Cater-Steel & Soar, 2011; Avgerou, 2008). To limit the challenges 
of sustainability of interventions after completion of ICT interventions in school 
settings, teachers’ ICT competencies and attitudes must be assessed, based on the 
ICTs they have personally adopted and used, prior to the introduction of new ICT 
tools. 

In our study, we collected empirical data from 24 rural schools (primary and 
secondary) across seven South African provinces in order to seek answers to the 
following questions: 

•	 what are rural South African teachers’ experiences and attitudes in respect of 
the use of ICTs in support of teaching and learning?

•	 which technology readiness factors are impacting teachers’ ICT adoption in 
support of teaching and learning? 

The overall intention of the research was to interrogate an element of the objectives 
of the South Africa Connect national broadband policy (rural teacher ICT adoption), 
and in the process to extend our understanding of the factors that impact teachers’ 
ICT use. The research applied the technology readiness index (TRI) as the theoretical 
framework to guide the investigation of teachers’ ICT readiness and adoption.

2. Literature review
ICTs for teaching and learning in African schools
ICTs have received widespread optimism, adoption, and use in African countries, 
including use in educational provision (Barakabitze et al., 2019; Kafyulilo, 2014). 
For teachers, the spread of digital skills offers, among other things, opportunities 
for formalised recognition of their new competencies—as documented by Botha, 
Herselman, Rametse and Maremi (2017) in their research into the training of teachers 
in ICT use in rural schools in South Africa. Botha et al. (2017) looked at a training 
programme, as part of teacher professional development, whereby teachers received 
“badges” for skills acquired. Osakwe, Dlodlo and Jere (2017), in their research into 

Namibian secondary school teachers’ and learners’ perceptions of mobile learning, 
found that teachers and learners who owned mobile devices were accessing the 
internet, accessing social media, and searching for information, which shows that 
they had mastered digital skills and were participating in digitally-enabled informal 
educational pursuits outside the school setting. 

Meanwhile, Yidana and Maazurre (2012) paint a less optimistic picture. They reveal 
the discomfort faced by Ghanaian teachers in integrating ICTs into their work due 
to, inter alia, insufficient digital skills caused by lack of integration of ICT adoption 
into teaching and learning. Omoniyi and Quadri (2013) have found evidence of 
insufficient ICT competency among a group of surveyed secondary school teachers 
in Ogun State, Nigeria. 

South Africa Connect policy and its application in education
The South Africa Connect policy, published in 2013 by the Department of 
Communications (DoC) and currently driven by the newly created (in mid-2019) 
Department of Communications and Digital Technologies (DCDT), advocates for 
a digital society characterised by widespread ICT knowledge and use for individuals, 
communities, organisations, and the society as a whole (DoC, 2013; Hankel et al., 
2017).1 Digital education modalities, through innovations such as the internet, tablets, 
digital academic content (embedded in applications) on tablets, and mobile services, 
are positioned as offering hope to the nation towards attaining improved economic 
and social development (DoC, 2013) through digital education. Operationalising the 
policy must include the assessment of both innovations that are currently in use and 
those that are intended for diffusion and adoption. 

South Africa Connect seeks to operationalise elements of South Africa’s National 
Development Plan (NDP) of 2012 (NPC, 2012). The NDP provides a vision for 
the eradication of poverty in South Africa by the year 2030. Sustainable poverty 
eradication and education are inseparable (Avgerou, 2008; Fardon & Furniss, 1994; 
Ngwenyama, Andoh-Baidoo, Bollou & Olga, 2006). Education is required to help 
develop knowledge and skills that assist an individual to either join the job market 
or create job opportunities for others through innovative discoveries (Rena, 2006). 
Among other things, the NDP states that “children of today must be guaranteed 
access to high-quality education and professional training throughout their education 
and working life” (NPC, 2012, p. 366). 

The South Africa Connect policy has, since its adoption in 2013, been augmented by 
two other policies: the National Integrated ICT Policy White Paper (DTPS, 2016) 
and the Policy on High Demand Spectrum and Policy Direction on the Licensing 
of a Wireless Open-Access Network (DTPS, 2019). The Policy on High-Demand 

1  The DCDT was formed in June 2019 through the merger of the Department of Communications 
(DoC) and the Department of Telecommunications and Postal Services (DTPS).
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Spectrum, an extension of the White Paper, has little focus on schools. Meanwhile, 
the White Paper itself, in naming nine key challenges facing South Africa that ICTs 
need to assist in addressing, states that one of the challenges is that “[t]he quality of 
school education is poor” (DTPS, 2016, p. 8). The White Paper points to evidence 
in other countries that “connecting a school is often the first step to connecting a 
community …” (DTPS, 2016, p. 36). The policy insists on the need, as also stated in 
South Africa Connect, for schools and clinics to be key points of ICT access.

South African rural schools and demand for technology
Rural areas are defined as “farms and traditional areas characterized by low population 
density, low level of economic activity and low level of infrastructure” (Department 
of Basic Education, 2017, p. 20). Schools in South Africa’s rural areas are faced 
with numerous challenges, including unstable electricity, high dropout rates, poor 
classroom infrastructure, security problems (Adukaite, Van Zyl, Er & Cantoni, 
2017), and, with particular relevance for this study, shortages of qualified teachers 
and shortages of teaching and learning materials (Mestry & Ndhlovu, 2014). The 
Department of Basic Education (DBE) Rural Education Draft Policy of 2017 states 
that “it is difficult to recruit, retain and develop qualified teachers in a rural setting 
due to the distances of schools from towns, poor infrastructure and limited service 
delivery” (Department of Basic Education, 2017, p. 18). To assist in reducing this and 
other problems, the policy recommends increased diffusion of ICTs to rural schools.

ICTs are seen as empowering teachers by allowing them to, inter alia, access teaching 
content on the internet; develop a better understanding of content they are teaching; 
improve communication with colleagues when seeking support; participate in online 
training; and become more knowledgeable about ongoing political, social, economic 
and financial developments in the world (Hennessy et al., 2010; Kopcha, 2012). 

Technology readiness index (TRI)
The technology readiness index (TRI) is a framework, initially developed by 
Parasuraman, to assess the ability of individuals to adopt and use technology (see Lai, 
2008; Parasuraman & Colby, 2015; Summak, Baglibel & Samancioglu, 2010). The 
framework investigates individuals’ intentions to adopt and use technology, primarily 
based on their state of mind rather than their skills (with, however, the recognition 
that digital skills may influence the state of mind). The TRI uses four concepts to 
understand an individual’s (in this study, the individuals were teachers) state of mind, 
namely:

•	 optimism;
•	 innovativeness;
•	 discomfort; and
•	 insecurity (Parasuraman & Colby, 2015, p. 60). 

In the TRI, optimism is characterised by the presence of a positive mindset, i.e., the 
belief that one can attain intended goals by using technology (Hennessy et al., 2010; 
Kopcha, 2012; Summak et al., 2010). For our study, we sought to identify instances 
where teachers believed that the use of technology could enhance classroom 
interactions and were thus optimistic that increased levels of learner engagement 
could be the outcome, together with improved learner results and improved digital 
skills (Partin & Lauderdale, 2013).

Innovativeness, in the TRI, refers to actions such as being the first in a cohort to 
acquire technology, displaying a willingness to use technology, and being a constant 
information-seeker in respect of new technologies (Falloon, 2013; Ifenthaler & 
Schweinbenz, 2013). An innovative individual will, thus, be someone who actively 
engages with sources of information in order to acquire information on upcoming 
technologies and the impact they will have on society. Once the technology is widely 
introduced in a society, the innovator becomes a source of support for colleagues. 
In the context of our study, we sought evidence of innovativeness in the form of 
teachers offering technical support to colleagues during the diffusion and adoption 
of technologies. 

Discomfort is conceptualised, in the TRI, as being in evidence when people struggle, 
for example, to comprehend how technology is used (Frohberg et al., 2009; Ifenthaler 
& Schweinbenz, 2013). In our study, we looked for teachers expressing discomfort 
about potential lack of control regarding the use of technology, and expressing the 
views that suggested they found technology overwhelming. Further, we looked for 
teachers showing discomfort through expressing that they had limited knowledge 
and skills in respect of technology (Yidana & Maazurre, 2012). 

In the TRI, insecurity is seen as resulting from distrust based on, for example, concerns 
about security and privacy (Ampofo et al., 2014; Summak et al., 2010). Discomfort 
and insecurity can affect teachers’ perceptions of technology and limit the potential 
value of technology diffusion.

In line with the TRI, teacher optimism and innovativeness were, in our study, 
positioned as technology enablers, since they would assist teachers in their quest 
to adopt ICTs. Teacher discomfort and insecurity, meanwhile, were treated, in line 
with the TRI, as inhibitors of ICT adoption that might not only affect teachers’ ICT 
adoption but might also affect how they viewed ICT use for teaching and learning, 
and how they viewed other teachers who readily adopt ICTs.
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3. Research methodology
The study was conducted under the direction of the Next Generation Enterprises 
and Institutions cluster at the Council for Scientific and Industrial Research (CSIR). 
The research was funded by a South African Department of Rural Development 
and Land Reform (DRDLR) project entitled “Information and Communication 
Technology for Education” (ICT4E). The 24 rural schools from which we recruited 
teachers for data collection were primary and secondary schools identified by the 
DRDLR. The schools were from seven of the nine South African provinces, and 197 
teachers served as respondents for data collection. 

In South Africa, schools are classified according to the quintile system, starting at 
quintile 1 for the most disadvantaged schools and ending at quintile 5 for the most 
affluent schools (Mestry & Ndhlovu, 2014; Roberts & Vänskä, 2011). The 24 rural 
schools from which data was collected were all in either quintiles 1 or 2. The per-
province breakdown of the 24 schools was as follows: 

•	 Eastern Cape (2 schools);
•	 Free State (3);
•	 Gauteng (3);
•	 KwaZulu-Natal (3);
•	 Northern Cape (7);
•	 North West (3); and
•	 Limpopo (3).

A previous project, called ICT for Rural Education Development (ICT4RED) and 
conducted in the Eastern Cape Province, developed a curriculum that was used, 
during the diffusion of tablets in schools, to train teachers on their use. The intention 
of that project was not only to equip teachers with tablets but also to teach them 
teaching strategies while using the tablets. The results from the ICT4RED study 
(see Botha et al., 2017; Herselman & Botha, 2014; Marais & Van Biljon, 2017) 
were used to guide our ICT4E project’s approach to understanding ICT adoption 
by schools. Before commencement of ICT4E, we collected baseline data in order to 
assess ICTs that teachers had already adopted and were using (1) in their personal 
lives, and (2) for teaching and learning. The intention of the baseline study was also 
to identify challenges that teachers faced in using ICTs for teaching and learning 
so that the ICT4E project could incorporate solutions to the challenges into the 
curriculum it used. The data on which this article is based, and as reported in the 
findings section, is a sub-set of the data we collected during that baseline study. 

The data collection tool we used was a questionnaire composed of initial demographic 
questions followed by closed- and open-ended questions. In this article, we focus 
on the demographic information and the responses from some of the closed-ended 
questions. The findings from the open-ended questions are discussed in a different 
publication (see Mwapwele, Marais, Dlamini & Van Biljon, 2019).

The questionnaire was self-administered by teachers in the school settings from 
June to August 2016. Ethical clearance was received from the CSIR Research Ethics 
Committee (REC) and the principals of the schools where data was collected. The 
teachers were informed of the objectives of the research, and of ethical guidelines for 
consent, confidentiality, data collecting and data reporting. Teachers gave consent 
for data collection before they completed the self-administered questionnaires. We 
present our findings using a combination of frequency distributions and percentages 
from the data. In places where teachers did not respond to a particular question, we 
use “no response” to denote such an instance.
 
4. Findings
Teacher demographics and ICT access and ownership
Age
Among the 197 teachers surveyed, the youngest was 22 years old, and the oldest was 
64. The majority of the teachers were aged between 46 and 50 years old. 

Gender
Among the 197 respondents, there were 129 (65%) female teachers and 68 (35%) 
male teachers.

Teaching experience
Among the 197 teachers, 128 (65%) had at least 10 years of teaching experience, 
43 (22%) had four to nine years of experience, and 25 (13%) had three or fewer 
years of experience, as represented in Table 1. One teacher did not indicate years of 
experience.

Table 1: Teachers’ teaching experience and positions

Teaching experience

Frequency Percentage
3 years or fewer 25 13%
4-9 years 43 22%
10-19 years 51 26%
20-29 years 67 34%
30-39 years 10 5%
No response 1 <1%

Position held at the school
Frequency Percentage

Head of Department 30 15%
Deputy Principal 3 2%
Principal 9 5%
No additional position 146 74%
No response 9 5%
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Administrative positions
Table 1 also shows the instances where the surveyed teachers held additional positions 
in their schools, i.e., in addition to their teaching positions. Thirty (15%) were heads 
of departments (based on the subjects in which they had specialised), three (2%) were 
deputy principals, and nine (5%) were principals. 

Teachers’ access to computers (laptop or PC) at school
It was found that 51 (26%) of the teachers had access to computers for administrative 
duties at their schools (this included using school secretaries’ computers to record 
academic results and print examinations), 19 (10%)  had access to a computer in their 
school’s computer laboratory, and 29 (15%) had access to a computer in their office 
(where they could use the computer to prepare content for teaching and learning). A 
total of 97 (49%) of teachers did not have access to computers at their schools. One 
teacher did not respond to the question.

Teachers’ access to tablets at school
Figure 1 presents information on teachers’ access at tablets at the surveyed schools, 
with 186 (94%) of teachers indicating that their school had tablets for both teachers 
(educators) and learners. Six (3.05%) of the teachers stated that tablets were available 
for learners only, four (2%) of teachers said that tablets were available for teachers 
only, and one teacher said there were no tablets at the school. The one teacher who 
stated that there were no tablets at the school was at a school where the rest of the 
teachers from the same school stated that there were indeed tablets available and that 
they were used by teachers and learners alike. This indicated a lack of awareness on 
the part of the teacher in terms of available resources, and possibly some indifference 
towards the use of ICTs.

Figure 1: Teachers’ access to tablets at their schools

Teachers’ ICT ownership and use at home
In respect of personal ownership and use of technology at home, as displayed in 
Table 2, 133 (67%) of the 197 surveyed teachers said they owned one or more of 
a smartphone, feature phone (non-smart cellphone) and/or tablet; 121 (61.5%) 
confirmed that they owned a computer or laptop; 67 (34%) printers in their homes, 
and 55 (28%) had access to the internet from home. 

Table 2: Teachers’ ICT ownership and use at home

ICT tool
No. of teachers who 

owned and used the tool 
at home Percentage

Smartphone, feature phone, 
and/or tablet 133 68%

Computer (PC or laptop) 121 61%
Printer 67 34%
Internet 55 28%

School bans on use of personal digital devices
Of the 197 teachers surveyed, 163 (83%) indicated that their schools had banned 
learner use of personal digital devices, with the exception of calculators, on school 
premises. Meanwhile, 17 (9%) of the teachers stated that their schools allowed 
learners to use personal digital devices on school premises. The remaining 17 (9%) 
teachers did not respond to the question.  

Teacher technology readiness
The findings in this sub-section are organised according to the four aforementioned 
technology readiness index (TRI) dimensions:

•	 optimism;
•	 innovativeness;
•	 discomfort; and
•	 insecurity. 

Teachers’ optimism about the use of ICTs
Figure 2 illustrates the findings from the survey questions probing teachers’ degree 
of optimism about using ICTs. 
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Figure 2: Teachers’ optimism about the use of ICTs

Ninety per cent of the surveyed teachers agreed (via an “agree” or “completely agree” 
response) with the statement that they expected to find ICTs useful in teaching 
their subjects, as presented in Figure 3. Ninety-five per cent of the teachers agreed 
that they were comfortable with the idea of a tablet as a tool for teaching and 
learning, and 94% agreed that the use of tablets was exciting. With reference to 
their perception of using tablets for teaching, 94% agreed that tablets would change 
the way they teach. The same percentage agreed that tablets would assist learners in 
understanding concepts effectively. Furthermore, 97% of teachers agreed that the 
use of tablets would allow learners the freedom to express their views, 90% agreed or 
strongly agreed that ICTs would encourage positive learning experiences for learners, 
and 90% agreed or strongly agreed that they could refer learners to relevant content 
on the internet to support content covered in the classroom.

In reflecting on their own abilities, 94% of the teachers agreed that tablets could 
assist them in approaching teaching effectively, and 79% agreed that their colleagues 
could assist them in collaborating on teaching and learning opportunities.

Teachers’ innovativeness in the use of ICTs
Figure 3 illustrates the findings from the survey questions probing teachers’ degree of 
innovativeness in using ICTs. 

Figure 3: Teachers’ innovativeness in the use of ICTs

Eighty-five per cent of the teachers agreed (via an “agree” or “strongly agree” response) 
with the statement that they had the ability to easily learn new technologies, and 
67% agreed that they were keeping up with new technologies. Forty-three per cent of 
the teachers agreed that technical support at their school was adequate, 64% agreed 
that they could teach learners to select appropriate software to use for their projects, 
and 78% agreed that teaching colleagues at their school used tablets or computers in 
the classroom for teaching. When teachers were probed about the impact of tablet 
computers in the classroom, 94% of the teachers agreed that it “will change the way 
students learn in my classes”, and 83% of the teachers agreed that they intended “to 
continue using ICT for teaching rather than traditional teaching”. 

Teachers’ discomfort with the use of ICTs
Figure 4 represents the findings from the survey questions probing teachers’ levels of 
discomfort with using ICTs. Because discomfort is an inhibitor, the description of 
findings is focused on disagreement with the potential discomforts posed to them, i.e., 
the percentages we report are the number of teachers who responded with “disagree” 
or “completely disagree” to each statement they were asked to respond to. 
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Figure 4: Teachers’ discomfort with the use of ICTs

In some areas, the teacher responses suggested very little discomfort. Eighty-eight per 
cent of the teachers disagreed (via a “disagree” or “completely disagree” response) with 
the statement that “[t]he tablet computer is not suited to student learning because 
it is not easy to use”, 86% disagreed with the statement that “[t]he tablet computer 
is not suited to good teaching because it creates technical problems”, 81% disagreed 
with the statement that “use of tablet computers in teaching and learning scares 
me”, 79% disagreed with the statement that “[t]he idea of using a tablet computer in 
teaching and learning makes me doubtful”, and 78% of the teachers disagreed with 
the statement that using tablets for teaching and learning “stresses me out”. All these 
responses suggest high levels of comfort with ICT.

There were, however, indications of some substantial feelings of discomfort in other 
areas. Only 28% of teacher disagreed that “ICTs will introduce challenges to teaching 
learners”, and fewer than half (46%) of the teachers disagreed with the statement that 
“[i]f something goes wrong, I will not know how to fix it”. 

There were clear indications of discomfort in terms of some of the teachers’ personal 
technical skills. A large number (63%) of the teachers disagreed with the statement 
that “I know how to solve my own technical problems”, and more than half (51%) 
disagreed with the statement that “I have the necessary technical skills to use ICTs 
for learning and create artefacts (e.g., presentations, digital stories, wikis, blogs) that 
demonstrate my understanding of what I have learnt”. 

Teachers’ feelings of insecurity regarding the use of ICTs
Figure 5 represents the findings from the survey questions probing teachers’ feelings 
of insecurity regarding the use of ICTs. Insecurity is an inhibitor and thus the results 
are, as with “discomfort” above, discussed in terms of a combination of “disagree” and 
“completely disagree” responses. 

Figure 5: Teachers’ feelings of insecurity regarding the use of ICTs

Fifty-three per cent of the teachers disagreed (via a “disagree” or “completely disagree” 
response) that they were “familiar with issues related to web-based activities, e.g., 
cyber safety, search issues and plagiarism”. However, at the same time, only 11% of 
the teachers disagreed with the statement that “I would like to discontinue using 
ICT for teaching”. 

6. Analysis and conclusions
Teachers’ technology readiness
Optimism
Most of the teachers were clearly optimistic about the use of ICT as tools for teaching 
and learning. There was a clear belief that tablets would change the approach to 
classroom interactions and awaken inactive learners. Teachers had a sense of control 
of the ICTs, which led them to believe that they could assist learners. Furthermore, 
the teachers had the perception that ICTs offered an efficient approach to teaching 
and learning, and they were optimistic about receiving the necessary technical support 
from their colleagues and the wider community. These findings resonate with those 
of Haßler, Major and Hennessy (2016) and Mouza and Barrett-Greenly (2015), who 

AJIC 24 - 9-Dec-19 - 17h36.indd   14-15AJIC 24 - 9-Dec-19 - 17h36.indd   14-15 12/9/2019   5:38:20 PM12/9/2019   5:38:20 PM



AJIC Issue 24, 2019The African Journal of Information and Communication (AJIC)     16        17

Mwapwele, Marais, Dlamini and Van Biljon Teachers’ ICT Adoption in South African Rural Schools

argue that teachers’ optimism is produced by both the benefits associated with using 
ICTs for teaching and the digital skills they gain in the process. 

Innovativeness
It was found that the majority of the teachers had confidence in their ability to 
be innovative in their adoption of ICTs. They believed in the technical support 
offered, believed they could guide learners in using software for projects, and had 
colleagues who were innovative and with whom they could collaborate in the 
quest to transform classroom interactions for learners. Kopcha (2012) provides 
similar findings, explaining how technical and administrative support coupled with 
colleagues’ assistance influences teachers’ innovative approaches to using ICTs for 
teaching and learning. Rogers (1983, 2003) refers to teachers who are the first to use 
technologies in society as innovators, and they not only form the support structure 
for early adopters but are also quick to test any technology. 

Discomfort
The results were mixed on the matter of discomfort. There were low levels of teacher 
discomfort regarding the suitability of tablets for teaching and learning, and ease of 
use for students, and low levels of general fear, doubt and stress among the teachers 
about using ICTs for teaching and learning. But, at the same time, there were high 
levels of discomfort expressed regarding the “challenges to teaching learners”, fixing 
technical problems, and having the necessary personal ICT skills. 

Insecurity
Slightly more than 50% of the teachers surveyed indicated concern over their lack of 
familiarity with matters of cyber safety, search issues, and plagiarism, but only for a 
very small number of teachers did this concern translate into a desire to stop using 
ICTs for teaching. 

Overall, it would appear that the teachers’ strong feelings of optimism and 
innovativeness in respect of ICT adoption were the technology readiness factors 
allowing them to overcome most of their feelings of discomfort and insecurity. 

Implications for South Africa Connect
The generally positive teacher technology readiness findings discussed above 
would seem to augur well for the objectives of the South Africa Connect national 
broadband policy. But there are clearly some teacher training and empowerment 
requirements that must be addressed if the teaching and learning objectives of South 
Africa Connect policy are to be met in South African rural schools. More than half 
(and in several cases substantially more than three-quarters) of the teachers surveyed 
indicated that they felt discomfort in respect of: 

•	 the challenges inherent in the teaching of learners via ICTs;
•	 their ability to fix the technical problems that will inevitably arise; and

•	 having the necessary personal ICT skills “to use ICTs for learning and create 
artefacts (e.g., presentations, digital stories, wikis, blogs)”.

All three elements need to be addressed via teacher training if South African 
rural schools are to succeed in ways envisioned by South Africa Connect. The 
identification of these three elements is a practical contribution that this research 
offers to understanding how to optimise the adoption of ICTs in South African rural 
schools. 

Also, the prohibitions we found at many schools against student use of personal 
digital devices (with the exception of calculators) on school premises suggest a 
potential disconnect between bottom-up sentiment at the level of rural schools and 
the top-down South Africa Connect drive for increased ICT use. Section 36(4)(b) 
of the South Africa Schools Act of 1996 gives each School Governing Body (SGB) 
a mandate to determine restrictions on activities that may be harmful to learners on 
school premises (RSA, 1996). Thus, the interpretation of what is harmful to learners 
rests with SGBs—and the SGBs have created the aforementioned policies about 
student use of personal digital devices. Also of note is our finding, cited above, that 
the majority (83%) of the teachers surveyed said that their schools prohibited use of 
personal digital devices on school premises, thereby potentially limiting the learners’ 
ability to acquire digital education. This is while the teachers themselves acknowledge 
the usefulness of ICTs in teaching. The core concern on the part of the SGBs and the 
teachers seems to be how to avoid student use of personal digital devices, on school 
premises, for non-educational purposes. 

South Africa Connect’s stated critical success factors include “implementation of 
measures that will enable uptake and usage. Examples include the availability of 
electronic educational content, the use of tablets and mobile devices in schools […]” 
(DoC, 2013, p. 40). Schools’ bans on learner use of personal digital devices on school 
premises potentially run counter to this South Africa Connect objective. 

We recommend that personal digital device use for instructional and learning purposes 
be permitted in South African classrooms, in line with the objectives of South Africa 
Connect. At the same time, we realise that schools do experience practical issues in 
controlling non-educational use of personal devices by learners inside and outside 
the classroom. Accordingly, we are of the view that the schools in question should 
rescind or amend their policies prohibiting student use of personal digital devices at 
school—or, failing that, that the government should revise the relevant section of the 
Schools Act in such a way as to take the power to dictate classroom ICT use away 
from SGBs, thus expediting the operationalisation of South Africa Connect and the 
broader National Development Plan, while at the same time ensuring that the use of 
personal digital devices at schools is limited to usage for educational purposes. 
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1. Introduction
Microenterprises play a significant role in the socio-economic development of 
numerous developing countries, including South Africa (Makoza & Chigona, 2014). 
They provide income generation, sources of employment, and improved social 
conditions for disadvantaged or “underserved” communities (Chacko & Harris, 
2006; Duncombe & Heeks, 2005). In this study, microenterprises are defined as 
businesses with fewer than 10 employees that support the livelihood of households 
in developing nations for economic development (Makoza & Chigona, 2012). The 
majority of microenterprises fail to survive or to grow due to myriad challenges, 
including lack of access to information, difficulty securing capital, limited business 
skills, difficulty identifying markets, and difficulty understanding the regulatory 
requirements for a business (DTI, n.d.). As a result, most microenterprises do not 
survive beyond their first two years (Makoza & Chigona, 2014).

Prior studies have shown that the use of information and communication technologies 
(ICTs), such as mobile phones, social media platforms and government websites, can 
offer solutions to some of the challenges facing microenterprises. ICTs can provide 
improved access to information, reduced administrative costs, improved productivity 
and profitability, operational efficacies, and improved market share (Kamal & 
Qureshi, 2009). The use of digital government (also often referred to as “electronic 
government” or “e-government”) websites providing government-to-business (G2B) 
services can reduce the time and costs that businesses expend in accessing the 
information needed for setting up a new business (i.e., through reduced bureaucratic 
barriers), can improve conformity to government rules and regulations for operating 
a business (e.g., licensing and tax filing), and can facilitate microenterprises’ provision 
of paid services to government through e-procurement, e-business and e-commerce 
portals (Makoza, 2011). 

Studies suggest that, in developing countries, microenterprises struggle to access 
online digital government support services because, inter alia, they lack sufficient 
access to ICTs (Kamal & Qureshi, 2009; Makoza, 2011). This can be exacerbated 
by a lack of ICT skills and/or low literacy levels of microenterprise entrepreneurs, 

insufficient resources to procure and maintain ICTs, and the poor quality of some 
government websites, including poorly organised information (PMG, 2012; Venter 
& Lotriet, 2005). Other developing-country research has probed factors influencing 
the adoption and implementation of digital government (Bwalya, Du Plessis & 
Rensleigh, 2013; Bwalya & Healy, 2010; Grönlund, 2011). However, microenterprises’ 
use of online government support information has not been widely explored. 

Likewise, in South Africa, microenterprises’ use of ICTs for business activities and 
for online government business support information has received marginal attention. 
Studies on the impact of ICT use in South Africa have largely focused on small 
and medium enterprises (SMEs), with a focus on areas such as productivity and 
formalisation (Makoza, 2011). The G2B category has also not received attention in 
the South African literature on digital government. The predominant focus has been 
on citizens, i.e., government-to-citizen (G2C) modalities (Zaidi & Qteishat, 2012). 
Therefore, the main objectives of the study described in this article were to explore 
microenterprises’ experiences and perceptions of:

•	 using ICTs for general business activities; and
•	 using online government business support information.

The study consisted of interviews with 17 Western Cape microenterprise owners and 
interviews with two digital government experts. We analysed the data in terms of the 
capability approach (CA) theoretical framework as developed by Sen and Nussbaum 
(Nussbaum, 2009; Robeyns, 2003; Sen, 1993).

The hope is that generating greater understanding of how microenterprises 
experience and perceive ICTs and online government support information services 
can help government departments to provide tailored digital government services 
that will benefit microenterprises in South Africa. Eventually, this could have a 
positive impact on the growth of the country’s microenterprise sector, and of the 
sustainability of individual enterprises. The study was underpinned by the capability 
approach (CA) theoretical framework (Nussbaum, 2009; Sen, 1993), as recently 
operationalised in an African context by Nyemba-Mudenda (2014).

2. Study context
South Africa’s Western Cape Province is home to more than 6.2 million people 
(Stats SA, n.d.). About half of the province’s inhabitants reside in the metropolitan 
area of Cape Town, which is the provincial capital (City of Cape Town, n.d.). The 
predominant language spoken in the province is Afrikaans, with English and isiXhosa 
being the other two leading languages (Western Cape Government, n.d.). 

Research in the Delft South and Thabong townships of the Western Cape found 
that 15% of all identified microenterprises were operated by individuals who are 
under the age of 30 years (Charman, 2016). According to the national Department 
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of Small Business Development (2019), South African microenterprises can be 
found engaged in, inter alia, agriculture, mining, manufacturing, construction, retail, 
automotive repair, catering, accommodation, transport, storage, communications, 
business services and community services. The Western Cape Government offers 
support information and services to encourage the development of microenterprises 
(Makoza, 2011). These services seek to, inter alia, improve the formation of small 
businesses in underprivileged communities, to build entrepreneurial skills, to 
decrease unemployment, and to encourage the evolution of microenterprises into 
SMEs (Makoza, 2011). 

In the relevant developing-world research, it has been found that, despite myriad 
forms of online government business support information services, the use of such 
business support information has not been optimal, especially by microenterprises 
(Shambour, 2012). The low use of online government support information services 
has, in some cases, been attributed to microenterprises not being sufficiently aware 
of the support being offered and implemented by government departments and 
development agencies (Mitrovic & Bytheway, 2009). Another challenge that has 
been identified is that government support information for small business is not 
available and/or accessible in rural areas (Makoza, 2011). Evidence has also been 
found of skepticism among potential information recipients because of the apparent 
absence of cohesion among the government stakeholders involved in providing 
support information for small business (Mitrovic & Bytheway, 2009). Low literacy 
levels (e.g., personal computer (PC) literacy) have also been found to play a role 
in limiting microenterprises’ use of the support information (Mawela, Ochara & 
Twinomurinzi, 2016).

Another element that could limit the use of online government support information 
by developing-world microenterprises is their informality. Most developing-world 
microenterprises do not maintain business records and are typically unregistered 
(Esselaar, Stork, Ndawalana & Deen-Swarray, 2007). Meanwhile, government support 
will often be contingent on the microenterprises being registered. Rogerson (2008)   
explains that for microenterprises operating in the informal sector, formalisation in 
certain instances can limit the business activities that these enterprises can engage in. 

Another possible reason for low microenterprise use of online government support 
information is that the information tends to be siloed and segmented across various 
levels of government (e.g., in the South African context, the national, provincial and 
local levels) and across various government departments (Western Cape Government, 
n.d.).

The Western Cape Province has, in South African terms, a high internet connectivity 
rate. A 2018 estimate stated that 95.6% of individuals in the province accessed the 
internet using a mobile phone, compared to the national average of 70.8% (RIA & 

UCT, 2018). The Western Cape Government also offers ICT access initiatives, such 
as telecentres, which have been established to provide people in underserved areas 
with access to ICTs and ICT-related services (Kaisara & Pather, 2011). 

3. Literature review
Microenterprises in developing countries
Microenterprises provide, inter alia, sources of income, opportunities for employment, 
opportunities for skills development, and opportunities for self-empowerment 
(Makoza, 2011). In South Africa, micro, small and medium-sized enterprises 
(MSMEs) employ an estimated 50-60% of the country’s workforce and contribute 
around 34% of gross domestic product (GDP) (IFC & World Bank, 2018). In South 
Africa and other developing countries, microenterprises are usually characterised as 
being survivalists, because they generate only small revenues, due to the small scale 
of their business operations (Abor & Quartey, 2010). Furthermore, as stated above, 
developing-world microenterprises usually do not maintain business records and are 
often unregistered (Esselaar et al., 2007), as they mostly operate in the informal 
sector. 

Microenterprises and ICTs
Duncombe and Heeks (2005) describe ICTs as technologies for capturing, 
processing, storing and disseminating information. Microenterprises typically use 
ICTs such as PCs, laptops, mobile phones and printers (Duncombe & Heeks, 2005). 
Microenterprises can benefit from using ICTs in the form of improved access to 
information, reduced administrative costs, improved productivity and profitability, 
operational efficacies, and improved market share (Kamal & Qureshi, 2009). For 
example, by using social networking and a website, updated via a mobile smartphone, 
microenterprises can reach large numbers of customers at a very low cost, effectively 
growing and harnessing their social capital (Good & Qureshi, 2009). Previous 
research has found that the majority of Cape Town’s microenterprises use mobile 
telephony for the key informational elements of their engagements in trade and 
commerce (Noruwana, Chigona & Malanga, 2018). 

Microenterprises and online government support information services
Digital government is the use of ICTs to improve access to, and delivery of, 
government information services to citizens (G2C), businesses (G2B) and other 
government agencies (G2G) (Agangiba & Kabanda, 2016). Examples of digital 
government information services include information on business licensing, tax 
filing, grant submissions, and tendering for government contracts (Good & Qureshi, 
2009; Mutula, 2013). 

Microenterprises can access business support information services through 
government websites (Agangiba & Kabanda, 2016), which can potentially provide 
quick and flexible access to necessary information and service delivery options 
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(Noruwana et al., 2018; Malik, Shuqin, Mastoi, Gul & Gul, 2016). However, for 
digital government websites to be fully accessible and useful, their web-based 
applications should be easy to interact with, irrespective of the device being used 
(e.g., mobile device, laptop, PC) (Rubaii-Barrett & Wise, 2008). 

4. Theoretical framework: The capability approach (CA)
This study adopted the capability approach (CA) framework developed by Sen 
and Nussbaum (Nussbaum, 2009; Robeyns, 2003; Sen, 1993), and as recently 
operationalised in an African context by Nyemba-Mudenda (2014). CA emphasises 
not amounts or levels of income, but rather capabilities such as “access to healthcare, 
education, information, participating in economic life and the autonomy in decision 
making” (Zheng & Walsham, 2008, p. 224). CA has achieved recognition as a 
multi-disciplinary analytical instrument and has been used in numerous ICT for 
development (ICT4D) studies (see, for example, Alexander & Phahlamohlaka, 2006; 
Grunfeld, Hak & Pin, 2011). 

The core concepts in CA are commodity, capabilities/potential functionings, 
conversion factors, functionings, freedom, agency and well-being. Table 1, from 
Nyemba-Mudenda (2014, p. 56), summarises the core CA concepts.

Table 1: Capability approach (CA) core concepts
Concept Description Examples
Commodity Resources—their characteristics, access, and use to 

generate capabilities for a person
Services, products, 
goods

Capabilities/
Potential 
functionings

The alternative combinations of actions/activities 
that are feasible for a person to achieve—things that 
a person is effectively able to do and to live a life they 
value

To be health[y]

Conversion 
factors

Individual capacities or personal characteristics and 
social structures that affect the transformation of 
capabilities into achieved outcomes

Intellect, 
socio-cultural 
factors

Functionings What a person chooses to be or to do from their 
capability set to live a life they value (achieved out-
comes)

Being literate

Freedom Choice in terms of people’s preferences and perceived 
value of goods (the freedom to lead different types of 
life is reflected in the person’s capability set)

Choice, 
preferences

Agency A person’s ability to pursue and realise goals that he/
she values and has a reason to value

Well-being The state of being health, happy or prosperous; 
welfare

Source: Nyemba-Mudenda (2014, p. 56)

Commodities
In CA, commodities are goods and services that are of specific importance to individuals 
and =they do not have to be income- or money-related (Robeyns, 2006). The use of 
commodities contributes to social situations and to personal characteristics, which 
successively feed back to conversion factors and decision-making instruments 
(Robeyns, 2006). The commodities in this study were:

•	 ICTs for general business activities; and
•	 online government business support information.

CA analysis goes beyond commodity access. It seeks to understand individual 
differences, capabilities and decisions, so as to determine why people use commodities, 
and how they use and value these commodities (Alampay, 2006). 

Capabilities and functionings
In CA, a functioning is an achievement, while a capability is an ability to achieve. 
Therefore, there is a relationship between functionings and capabilities (Zheng & 
Walsham, 2008). Capabilities can be understood as actions and activities in which an 
individual would like to participate, and which represent elements that the individual 
aspires to (Robeyns, 2005). 

Certain capabilities need, for their development, financial resources and economic 
production, whereas other capabilities are more reliant on institutional settings, 
political arrangements, social or cultural practices, and social structures and norms 
(Zheng & Walsham, 2008). 

Examples of functionings are being literate, being part of a community, being 
confident, and working with others (Robeyns, 2006). In the context of this study, 
microenterprises’ access to, and understanding of how to use, ICTs and online 
government support information services were treated as capabilities. Instances of 
microenterprises harnessing these capabilities to search for, and acquire, relevant 
business support information on the internet using digital government websites were 
treated as functionings.

Conversion factors
In CA, the relationship between a commodity and functionings is affected by 
conversion factors, which include environmental factors, social factors and personal 
characteristics (Robeyns, 2005). Environmental factors entail elements such as 
geographical position, infrastructure, and resources; social factors include power 
relations, cultural beliefs and practices, and social norms; and personal characteristics 
include gender, literacy, and physical condition (Nyemba-Mudenda & Chigona, 
2017).
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Freedom
In CA, freedom denotes decisions and actions taken by individuals with regard to 
their personal lives in particular circumstances (Robeyns, 2003). Full freedom is 
when individuals have the freedoms or valued opportunities to live the type of life 
they would like to live, to do what they would like to do, and to be the individuals 
they would like to be (Nyemba-Mudenda, 2014). 

Agency and well-being
In CA, agency is the freedom to plan and follow an individual’s own objectives and 
interests, with the pursuit of well-being, e.g., via a better standard of living, constituting 
a potential objective or interest (Zheng & Walsham, 2008). 

Justif ication for use of the CA approach
Although CA has been criticised for being methodologically vague, it was chosen for 
this study because it allowed for an exploratory approach and interpretive methods, 
whereby microenterprise owners could define and select relevant capabilities in their 
contexts (Nyemba-Mudenda & Chigona, 2017). Grounded in the CA approach, the 
study looked at two sets of commodities—(1) ICTs for general business activities; 
and (2) online government business support information—and at the capabilities, 
conversion factors, and functionings linked to these commodities, in the experiences 
and perceptions of the interviewed Western Cape microenterprise owners.

5. Study methodology
Data was collected via document analysis and semi-structured interviews. The 
primary documents analysed were government policies and reports, annual reports, 
and published statistics necessary to establish the context of the Western Cape 
microenterprises that were targeted. Semi-structured interviews were conducted 
with 17 microenterprise owners and two digital government experts (from the City 
of Cape Town and the Cape Winelands District Municipality).

The target population for the interviews consisted of microenterprises in the 
Western Cape, South Africa, that were using ICTs. The province’s two largest 
municipalities, Cape Town and the Cape Winelands, were targeted because of their 
active involvement in the province’s digital government and ICT programmes. Table 
2 provides information on the 17 microenterprises whose owners were interviewed 
for the study.

Table 2: The 17 microenterprise owners interviewed
Respondent 

number
Nature of microenterprise Enterprise’s 

years since 
establish-

ment

Respondent gender

Respondent 1 Metal manufacturing and 
welding

3 Male

Respondent 2 Mobile phone accessories 13 Male
Respondent 3 Clothing manufacturing 6 Male
Respondent 4 e-Commerce website 3 Male
Respondent 5 Business support 12 Male
Respondent 6 Clothing retailer 12 Female
Respondent 7 Car accessories 6 Male
Respondent 8 e-Commerce website 6 Male
Respondent 9 Mechanic 31 Male
Respondent 10 Locksmith 4 Male
Respondent 11 Beautician 3 Female
Respondent 12 Bookkeeper 20 Male
Respondent 13 Caterer 25 Female
Respondent 14 Real estate agent (rentals) 24 Female
Respondent 15 Real estate agent (rentals) 4 Female
Respondent 16 Baby care accessories 3 Female
Respondent 17 Plumber 5 Male

The interviews were conducted in March and April 2017. Each interview was audio-
recorded, transcribed into a Microsoft Word document, and subjected to thematic 
analysis. 

Permission to conduct the study was obtained from the Western Cape Government’s 
Department of Economic Development and Tourism. Research Ethical Clearance 
approval was obtained from the University of Cape Town, since the research 
was conducted in partial fulfilment of the lead author’s Master of Commerce in 
Information Systems degree. 
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6. Findings
Commodity 1: ICTs for general business activities
In respect of ICTs for general business activities as a commodity, it was found that 
most of the 17 microenterprises used only generic and affordable ICTs for general 
business activities, with some notable exceptions. The exceptions were as follows: the 
microenterprise providing mobile phone accessories owned a point-of-sale system in 
addition to a laptop and mobile device; the mechanic used specialised software on 
his laptop to diagnose car repair issues for newer vehicle models; and the locksmith 
used expensive software to cut specific keys for clients. 

Table 3 summarises the ICTs owned and used for general business activities by the 
17 microenterprises whose owners were interviewed in this study.

Table 3: ICTs owned and used by the 17 microenterprises

ICT owned and used Uses No. of
microenterprises

Mobile phone •	 communicating with friends
•	 communicating with suppliers
•	 searching for information
•	 electronic fund transfers
•	 online marketing
•	 mobility

17

Laptop •	 communicating with clients
•	 invoicing
•	 searching for information
•	 drafting legal documents
•	 diagnosing car issues
•	 online marketing
•	 web design

14

PC •	 communicating with clients
•	 communicating with suppliers
•	 invoicing
•	 searching for information
•	 web design

4

Printer •	 printing legal documents
•	 printing pamphlets

2

Point-of-sale devices •	 selling airtime vouchers 1

Capabilities
The potential capabilities cited by the 17 interviewees included access to information, 
communication, marketing exposure, cost-savings, efficiency and productivity. In 
respect of communication, respondent 15 spoke of the potential capabilities in these 
terms:

Now you can just email all the documents, but before that wasn’t available. 
You had to go and sit with them [i.e. clients] and fill it in. So, everything is 
done via the email now.

On the subject of information access, respondent 2 said:

It makes accessing information much quicker. 

The owner of the mobile phone accessories microenterprise was of the view that 
a potential opportunity for use of the ICT commodity was that it made access to 
information much quicker.

The beautician (respondent 11) said that, in terms of marketing exposure, it helped 
her to improve the brand awareness of her business. 

With social media it’s easier to get the word out there. 

One of the e-commerce microenterprise owners (respondent 4) cited cost savings as 
a capability offered by ICTs:

I think one benefits, that you can save a lot of cost by using technology. So, 
it drives down overheads [for my business]. 

Conversion factors
It was found that infrastructure (ICT facilities) and resources (ICT resources) 
influenced how the microenterprises generated a capability set to use the ICT 
commodity for general business activities. All 17 microenterprises had access 
to internal ICT facilities in their businesses, which enabled them to use the ICT 
commodity. Therefore, they did not experience the challenge of having to use shared 
ICT facilities, such as telecentres and internet cafés, which could affect their general 
business activities. Furthermore, the 17 microenterprises also had access to ICT 
resources such as mobile phones, laptops and PCs, which enabled them to use the 
ICT commodities. 

No barriers were identified in respect of the ICT literacy and skills needed to use 
the ICT commodity for general business activities. The microenterprise owners had 
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either received computer training from a technical college or were self-taught. 
All could competently use the ICTs they needed. In the words of the locksmith 
(respondent 10): 

Any computer training that I got was from learning and educating myself. 

Instances were identified where socio-economic factors impacted how a 
microenterprise generated a capability set to use the ICT commodity. For example, 
the plumber said he used a mobile phone to communicate with clients, to purchase 
materials and to search for information, with the mobile phone having to serve as his 
main ICT tool because he could not afford to buy a laptop. 

Functionings
The study determined that the microenterprises found that an ICT, i.e., the internet, 
enabled them to access information such as product and supplier information more 
quickly. According to respondent 7:

It has helped me to find [information] that I’m looking for [on the Internet] 
quicker.

Furthermore, some microenterprises were found to be using their mobile phones, 
and mobile applications such as WhatsApp, to improve communication with their 
clients. The beautician (respondent 11) used ICT, in the form of social media 
platforms (e.g. Facebook and Instagram) to promote her brand and to improve the 
marketing of her products. 

It definitely has [allowed me to acquire more clients]. So, I post something 
on social media, and one girl is gonna share it on her [social media] page, 
and 10 of her friends are gonna see it, and out of that 10, maybe five [are] 
gonna share it, and so forth. That is how I’ve built up my clientele, and my 
name is quite well known because of that.

The mechanic stated that using ICTs enabled him to operate his businesses efficiently 
and to improve his productivity. 

Commodity 2: Online government business support information
Capabilities 
The interviewed microenterprise owners identified a number of capabilities that 
could potentially be harnessed via access to, and use of, online government business 
support information, including: improved competitiveness; accelerated business 
growth; improved business management skills, especially marketing skills; additional 
products and services; acquisition of more clientele; access to new markets; and 
increased staff employment. 

In the words of the locksmith (respondent 10):

If we had some form of support in that aspect, then I think that the five-
year plan that we have would probably turn into two years. It will accelerate 
growth big time by far.

The car accessories microenterprise owner (respondent 7) suggested that use of online 
government business support information commodity could create an opportunity 
for him to grow his business.

If I could access it, I could perhaps grow my existing business. I could open 
[a store] in a good location where I could sell on a bigger scale. At the 
moment, I’m selling on a small scale from home.

The mechanic (respondent 9) said he believed that using government business support 
information, particularly funding information, could improve the competitiveness of 
his business, and allow him to employ additional staff. 

You’ll obviously employ more people as well. You’ll look at increasing the 
employment level. 

The clothing manufacturer stated that accessing online government business support 
information could help him to market his products. 

Conversion factors
It was found that none of the microenterprises could generate functionings from 
the government websites because of the challenges they experienced in trying to 
use the sites’ business support information. The clothing manufacturer (respondent 
3) had tried to find government support information relating to funding (grants 
and/or loans), but had been unsuccessful. The plumber (respondent 17) had tried 
unsuccessfully to find support information on business management skills training 
for his business.

I tried to access support information for business training because remember 
we have to run the business in a professional way, so the one thing that we 
are lacking is how to operate this business efficiently and effectively.

The microenterprises had experienced several challenges in seeking to use support 
information on government websites to improve the competitiveness of their 
businesses. The car accessories owner (respondent 16) said that it was difficult, on the 
government websites, “to find information that is current and not missing anything”. 
The caterer (respondent 13) complained that the sites tended to list outdated contact 
details.
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Another challenge cited was that the support information was not structured to meet 
the needs of businesses at different maturity levels. According to expert respondent 
1:

[The Western Cape] Government does not offer that [diverse information] 
because they don’t know what is needed. They just use their own idea. If 
they knew, then they [would] put that [on their] website.

It was stated that the government websites in question needed to be more mobile-
friendly, thus improving the accessibility of the support information. According to 
expert respondent 1:

 As a businessman, I want a website that can scale nicely for mobile use.

The microenterprises also found that navigation of the online government business 
support information was difficult, which limited their use of the information: 

It’s not easy to navigate. (respondent 3)

You don’t know where to start [using the website once you get there]. It’s 
organised chaos. (respondent 1)

Additionally, it was found that lack of content in the isiXhosa language was a 
challenge that prevented some microenterprises from using the support information. 

The one thing that I found out is that it’s very difficult for an isiXhosa-
speaking person because they [do] not have that website in isiXhosa 
translation. It was only in English and Afrikaans. If it’s not sort of like 
trilingual, because English, Afrikaans and isiXhosa are the predominant 
languages in the Western Cape, then how [do] they expect people [to 
access the support information]? (respondent 15)

Functionings
The capabilities discussed above were those identified by the microenterprise owners 
as potentially resulting if they could make use of online government business support 
information. Therefore, their discussions of functionings were only in respect of 
potential, not actual, functionings.

The plumber (respondent 17) mentioned that he could use funding gained via support 
information to purchase additional vehicles and equipment, thereby increasing the 
operational capacity of, and growing, his business. 

It [would] help me to buy more vehicles because I want to buy more 
vehicles. Normally [in] the business of plumbing, the basic thing that you 
need is a vehicle, and buying equipment.

Another microenterprise owner spoke of potential functionings that could arise from 
business management skills training, especially marketing training, if he could find 
such training via online government support information. 

If I received training on marketing, I could market and sell my products 
better. (respondent 2)

The locksmith (respondent 10) also cited potential functionings that could emerge 
if online government information could connect him to business skills development 
opportunities—including, for example, branching out into closed-circuit television 
accessories:

It would create [new] services for our business. 

The mobile phone accessories microenterprise owner (respondent 2) said that if he 
could grow his business through using online government support information, he 
would expand his operations into new markets. 

[Accessing support information] would allow me to open another shop 
that could also create more opportunities for employment.

The bookkeeper said that if he could make use of online government support 
information on how to provide internships to unemployed graduates, he 
could train and mentor graduates, thereby indirectly contributing towards 
mitigating the high unemployment rate in South Africa.

Freedom, agency and well-being
Elements of potential freedom, agency and well-being cited by the interviewed 
microenterprise owners as being potentially linked to online government business 
support information included: women’s empowerment, an improved standard of 
living, increased self-confidence and increased motivation.

AJIC 24 - 9-Dec-19 - 17h36.indd   14-15AJIC 24 - 9-Dec-19 - 17h36.indd   14-15 12/9/2019   5:38:20 PM12/9/2019   5:38:20 PM



AJIC Issue 24, 2019The African Journal of Information and Communication (AJIC)     16        17

 Microenterprises’ ICT Use for Business Activities and Online Government Support Osman, Malanga and Chigona

The locksmith, car accessories microenterprise owner and clothing retailer all stated 
that they believed use of online support information on matters of funding and skills 
development could, by improving the competitiveness of their businesses, enable 
them to more freely pursue their personal objectives and interests, such as accessing 
higher education, building a home, and achieving an improved standard of living. 

Personally, it would give me the opportunity to do the things that I 
love doing … which is to study, to learn more, and to grow [personally]. 
[respondent 10] 

It would speed up my personal goals. For example, I would like to build my 
own house. [respondent 7] 

It [would] improve my standard of living. [respondent 6]

The mobile phone accessories enterprise owner (respondent 2) believed that if he 
could use online government support information to make his business more stable, 
it would enable him to achieve his personal objective, which was to devote more 
energy to his home life. 

It would give me more time to spend with my family.

The caterer believed that if she could access funding, it would give her the freedom 
to achieve her personal objective, which was to empower female homemakers by 
training them to cook and cater at small-scale events.

7. Discussion
Microenterprises’ use of ICTs for general business activities
The study found that microenterprises mostly used mobile phones (all 17 enterprises) 
and laptops (14 enterprises) for general business activities. This aligns with the 
findings of Donner (2006) and Esselaar et al. (2007) that microenterprise owners 
mostly use mobile phones for their business activities. Among the benefits of mobile 
phones for microenterprises are immediate access to, and better use of, information, 
and rapid communication (i.e., rapid information flow) ( Julsrud & Rolan, 2014). 

The study found that some of the microenterprises favoured the use of mobile 
phones, as opposed to laptops, for information access, because of the challenge of 
affordability, i.e., not having the necessary funds to purchase or lease a laptop.  For 
instance, the plumber said he used his mobile phone for most of the functions of his 
business—including communicating with clients, purchasing materials and searching 
for information—because he could not afford a laptop.

The microenterprises were also found to be attempting to access support information 
relating to business skills development, products and services development, and 
funding. Literature suggests that individuals seek information to satisfy a knowledge 
gap or a desired goal (Malanga & Jorosi, 2018). This was evident in the information 
needs that were identified by the enterprises, e.g., information on marketing, products 
and services, and grant and loan information.

There was an expectation that some microenterprises would access business support 
information through shared ICT facilities, such as telecentres and internet cafés. 
This expectation was based on existing research showing that ineffective ICT 
infrastructure and limited ICT resources are among the many ICT challenges that 
microenterprises experience in developing countries (Chigona, Lekwane, Westcott 
& Chigona, 2011), and that shared ICT facilities would therefore be attractive to 
the enterprises. However, this was found not to be the case with the respondents in 
this study.

Microenterprises’ experiences with online government support information
It was found that the microenterprises surveyed experienced several challenges 
with using online government support information. Among other things, the 
microenterprises generally found that the online government support information 
tended to be outdated, incomplete and unreliable. This finding aligns with statements 
in Parliament, to the National Council of Provinces (NCOP) Economic and Business 
Development Committee, to the effect that microenterprises experience challenges 
in finding and accessing reliable information (PMG, 2012).

It was found that the microenterprises also regarded online government support 
information as often irrelevant, i.e., because the information was not structured to 
meet the needs of businesses at different maturity levels, from start-ups to established 
businesses. The majority of participants in this study were established businesses, 
and therefore required support information linked to growing their businesses and 
becoming more competitive. However, the respondents found that most of the 
online government support information was aimed at start-up businesses. The digital 
government expert interviewee who consulted to the Western Cape Government 
said that the government did not offer diverse online support information because 
it was not sufficiently aware of what businesses at different maturity levels needed 
(expert respondent 2). 

Some enterprise owners said they found certain online business support information 
too complex and sometimes even incomprehensible. This challenge was found to 
have prevented the clothing manufacturer from accessing support information 
relating to grants and loans. This finding corresponds with Makoza’s (2011) finding 
that many microenterprises struggle to evaluate support information and to apply the 
information in their business activities. It was also found that the microenterprises 
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were critical of the navigation modalities of government websites. This finding aligns 
with Lotriet’s (2005) finding that ineffective website design can lead to inaccessibility 
of information. Surveyed enterprise owners also stated that government websites 
were not designed to be mobile-friendly, thus creating an additional usage barrier.

Another complaint voiced by some of the surveyed enterprise owners was that a 
barrier was created by the absence of government website content in the isiXhosa 
language, which was the home language of many of the microenterprise owners. This 
finding corresponds with the findings from a study by Agangiba and Kabanda (2016), 
who found that aspects of culture, such as language, can be substantial obstacles to 
the use of digital government services.

Also identified by the microenterprise owners surveyed were the challenges presented 
by cumbersome bureaucratic procedures linked to government online business 
support, e.g., applications for funding. One of the e-commerce microenterprise 
owners (respondent 15) said he had to complete a 20-page questionnaire just to see 
if he could qualify for funding. This finding aligns with findings from other research 
showing that some of the biggest hindrances to the growth of entrepreneurs in 
South Africa are the many regulatory obstacles (Mitrovic & Bytheway, 2009). The 
challenges that South African small enterprises experience when seeking to comply 
with regulations have also been voiced in Parliament, in the aforementioned hearing 
of the NCOP Economic and Business Development Committee (PMG, 2012).

8. Conclusions
The study sought to explore the challenges that microenterprises in South Africa’s 
Western Cape Province experience in using ICTs and in using support information on 
government websites. Guided by the capability approach framework, we treated ICTs 
and online government business support information as two separate commodities. 

In respect of the first commodity—ICTs—it was found that the microenterprise 
owners had an appreciation for ICTs, and were able to gain several benefits from 
using them, including improved access to information, improved communication, 
improved marketing, reduced costs, improved efficiency and improved productivity. 
It was also found that the microenterprise owners did not experience any particular 
ICT access or usage challenges. 

In respect of the second commodity—government online business support information—
it was found that the microenterprises experienced challenges when they attempted to 
access and use the information. The difficulties encountered were found to be a result 
of deficiencies in content, structure, design, navigation, mobile-friendliness, language 
provision and bureaucratic requirements. These challenges were found to limit the 
benefits that the microenterprises could derive from the support information. It is 

thus evident that for the G2B information services to be of value to Western Cape 
microenterprises, numerous deficiencies must be addressed.

The support information must be up-to-date, complete and relevant for established 
businesses. There is also a need for the structure of the support information to be 
simplified, i.e., the information must be made clearer and easier to comprehend. The 
information targeting Western Cape businesses should be available in at least three 
languages: English, Afrikaans and isiXhosa. We also recommend the development of 
a national, centralised and inclusive G2B portal that links to all South African online 
government business support information at the national, provincial and municipal 
levels. This would help the South African Government to more fully pursue digital 
transformation of its support services to microenterprises, and, in turn, to stimulate 
enhanced economic growth.
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Appendix: Interview protocol
Opening
1. What are your business goals, which you aim to achieve?

List of capabilities (potential functionings)
2. What are the potential opportunities of using ICTs for your business?
3. What are the potential opportunities of accessing government online support information 

for your business?

Conversion factors for generating a capability set
4. How do you access ICTs for your business (i.e. internal or shared ICT facilities)?
5. Which ICT devices do you use for your business?
6. Have you received computer training on to how to use the ICT devices?
7. What type of government websites do you use to search for online government support 

information?
8. What type of online government support information have you accessed or attempted 

to access?

Conversion factors affecting outcome
9. How competently can you use the ICT devices for your business?
10. What challenges do you experience in accessing online government support information 

for your business?

Outcome of ICTs for general business (achieved functionings)
11. How has technology enabled you to achieve your business goals?

Outcome of online government business support information (potential achieved 
functionings)
12. How would access and use of support information enable you to achieve your business 

goals?

Personal agency
13. How would access and use of ICTs for business enable you to achieve your goals?
14. How would access and use of support information enable you to achieve your personal 

goals? 
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Abstract 
This article explores the impact of the internet of things (IoT) and insurtech on South 
Africa’s short-term insurance industry. The research found, based on interviews with 
high-level players in or connected to the South African industry, that while IoT 
and insurtech are significant potential drivers, the country’s incumbent insurers have 
to date been slow to adopt these digital transformation elements in their business 
models. This article outlines the drivers of IoT and insurtech, the factors influencing 
the slow adoption of these elements by traditional South African insurers, and 
recommendations for the adoption of these elements by South African insurers.
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1. Introduction
South African short-term insurers—providers of short-term coverage products, as 
distinct from annual policies—operate within a highly regulated financial services 
industry (Short-term Insurance Act 53, 1998; Maupa, 2018). The South African 
insurance sector, similar to the global industry, is in a continual state of transition, 
influenced by, inter alia, changing economic factors, privacy laws, customer rights, 
and access to information requirements (SAIA, 2019). As the needs of consumers 
evolve and mature, insurers face a continuing challenge to maintain relevance with 
policyholders (EY, 2017). However, in a digitally transforming sector, traditional 
insurers have to contend with insurtech start-ups that are using emerging 
technologies (including internet of things (IoT) technologies), analytics, and other 
digital transformation capabilities to disrupt traditional insurers’ value propositions 
(IBM, 2011; Pillay, 2019). 

South Africa’s incumbent short-term insurance players have demonstrated limited 
adoption of IoT technologies, which can enable new or improved policyholder 
insights, enable new or improved insurance product and business model innovations, 
and drive a transformational shift in the value provided to policyholders (EY, 2016; 
PwC, 2016). By adopting an IoT-centric business model, an insurer can use real-
time information to build or improve its products, service models and portfolio—
as opposed to using traditional mechanisms, which rely on historical, periodically 
updated, macro-level data (EY, 2017).

Several South African companies have been providing vehicle-tracking telemetry 
technology, which is essentially an elementary application of IoT technology, to 
the insurance sector since the 1990s, but these vehicle-tracking companies, and the 
insurers, have been slow to leverage the telematics data to provide insurtech benefits 
in their products (Geotab Africa, 2019; Minnie, 2018).

Due to the still-nascent state of insurtech in South Africa, there is very little published 
information about insurtech offerings in the country, and the sector information for 
this study was gathered from news articles, organisational webpages and promotional 
material. Those insurtech firms that seem to be gaining traction in South Africa 
have a strong focus on using automation, cloud-based systems, machine learning 
and mobile apps to modernise the insurance experience or capability, with little use 
of IoT technology (Littlejohns, 2019). The use of IoT in South Africa is emerging, 
but with a focus on monitoring and measuring, and its application to the insurance 
sector is limited (Mpala, 2018). 

There are examples of digital start-ups that have developed insurance sector 
solutions in partnership with a traditional insurer, such as a solution for preventing 
and reporting geyser (tanked water heater) bursts (Santam Specialist Real Estate, 
2019). This geyser solution can also provide the homeowner with an app to manage 

the geyser and its environment, to leverage machine-learning-delivered insights on 
the behaviour of the geyser environment, and to benefit from other potential sensors 
connected to the IoT device ( Jonckie, 2019).

In 2016 it was estimated that 65% of vehicles and households in South Africa were 
not insured, presenting a significant opportunity for insurers (PwC, 2016). Even with 
that low level of short-term insurance take-up, the sector earned ZAR102 billion in 
billed premiums in 2018 (KPMG, 2019). Figure 1 shows the leading players, and 
their revenue sizes, in the short-term insurance industry in South Africa in 2018, 
based on annualised premiums collected (KPMG, 2019).

Figure 1: South African short-term insurance market in 2018 (annualised premiums, in 
ZAR billions)

Source: KPMG (2019)

In 2016, according to Accenture (2016), an estimated 55% of South African 
policyholders had changed insurers in the preceding three to five years in order to 
pay reduced premiums. It has also emerged that traditional insurance models are not 
attractive to South African millennials (people born between 1981 and 1996), who 
make up 28% of the market (Tayengwa, 2017). Millennials, who are “digital natives”, 
present a clear challenge to any insurer that has low engagement, and low investment, 
in digital transformation strategies (see Ayuso, Guillen & Nielsen, 2019). 
 
Insurtech companies are demonstrating the value of digital innovations in the 
provision of insurance products. Among other things, these companies use social 
media platforms to create shared-risk peer groups, i.e., peer-to-peer (P2P) insurance 
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options (PwC, 2016). The entire peer group benefits, in profit distribution and 
premium reduction, from risk mitigation and risk reduction mechanisms adopted by 
the group’s members (Sandquist, Gasc & Sollmann, 2015). The insurer can create and 
adjust incentives based on the behaviours that influence the reduction of insurance 
risk factors or claim frequency, which the insurer benefits from directly in both claim 
reduction and perceived value by the policyholder (Maupa, 2018). 

Meanwhile, the traditional short-term insurance business models thrive on 
the economic principle that the premiums of a large number of non-claiming 
policyholders sufficiently cover the payouts to the comparatively smaller number 
of policyholders who claim, with the premium levels modelled to the guaranteed 
financial advantage of the insurer (Tayengwa, 2017). 

Many South African vehicle owners have accepted the installation of third-party 
telemetry devices for data collection to aid in stolen vehicle recovery (EY, 2016). 
These devices collect, store and transmit information such as speed, GPS location 
and engine performance to a central collection point, such as a vehicle tracking 
company (Ayuso et al., 2019). Vehicle telemetry devices, which use telematics for 
their operation, have been in the mainstream for many years in South Africa, and have 
evolved to include driver behaviour-reporting and accident-scenario determination 
(Accenture, 2016; Ayuso et al., 2019). 

There is undoubtedly a need for South Africa’s incumbent, traditional short-term 
insurers to leverage the business benefits offered by the current implementation 
of digital technology in the sector, and to evaluate their investment choices with 
cognisance of the insurtech sector’s digitally enabled risk calculation, mitigation 
and policyholder engagement technologies (EY, 2017). Increasing the use of IoT-
generated data in product innovations has the potential to optimise costs, decrease 
premiums, and allow many of the uninsured to take up insurance tailored to their 
social, economic and geographic circumstances (Sandquist et al., 2015).

2. Perspectives from the literature
The internet of things (IoT)
The IoT has enabled globally and functionally disparate networks and devices to 
interact with one another (Lee, 2019; Marek & Woźniczka, 2017). This interaction 
is enabled by devices that act as a bridge between geographically or topologically 
disparate networks and devices. These bridges perform local activities, in response to 
data from their attached sensors, and communicate this data to an online platform 
for rapid analysis, optimisation and functional adaption (Kang & Choo, 2018; Lee, 
2019). This phenomenon of devices that can dynamically communicate and respond 
is positively contributing to the way organisations design their services and how 
customers can consume them (Porter & Heppelmann, 2015). 

An intelligent device can be any device or thing, embedded with a combination 
of sensors, actuators and microprocessors, that is proficient in communicating with 
other devices, systems or even humans (Kang & Choo, 2018). With the advent of IoT 
and real-time, bi-directional communication, machines and things, not only humans, 
will be regarded as the customers of an organisation (Hung, 2017). Things becoming 
customers, while these things are simultaneously augmenting customers’ experiences, 
will create an environment where some of the traditional intermediaries between 
producers and their customers are potentially bypassed (Porter & Heppelmann, 
2015). IoT enables the consumer to digitally interact with products, including 
maintaining, monitoring, conserving, adjusting and allocating activities (Groopman, 
2015). This interaction enables a new level of active engagement, interaction and 
feedback between consumers and producers (Hung, 2017).  

Consumers will embrace and adopt interactive technology as they increasingly gain 
positive experiences and outcomes from such engagements (Marek & Woźniczka, 
2017). With this increase in interactions, a service provider will organically 
receive more usage data from its customers. As these data points grow, so does the 
precision of analytics (Porter & Heppelmann, 2015). Analytics develop the service 
provider’s ability to understand customer expectations, which in turn inform product 
innovation and development, user experience, preventative maintenance, and service 
delivery innovations, shifting them into a data-driven business (Groopman, 2015). 
Consider that the traditional urban spaces that people occupy are being transformed 
into digitally enabled smart cities, driven by the expectation that 60% of the world’s 
population will be urbanised by 2025 (Petrolo et al., 2015). A smart city operates 
by using technology that leverages sensor data, from IoT-connected devices within 
the city, to enable citizen services on a large, co-ordinated scale (Hancke, Silva & 
Hancke, 2012). The integration of IoT into a city changes risk variables and reduces 
certain risk factors, while at the same time introducing new risk considerations 
(Breading, 2017).

IoT’s transformation of business models
Fuster and Scherrer (2015) examine how new ideas, solutions and services can 
be created from the collecting, analysing and processing of IoT data that smart 
devices provide on products’ utilisation, contents and consumption. IoT-data 
driven capability enables organisations to develop or improve products as well as 
build useful services and businesses (Lee, 2019). It encourages the organisation to 
broaden its value proposition and reshape itself to leverage the new opportunities 
that smart devices provide (Porter & Heppelmann, 2015). Business benefits include 
operational improvement, in-usage optimisation, and preventative maintenance of 
products—coupled with digitally supported, proactive, and data-driven engagement 
and response to the market (Hung, 2017). McAfee and Brynjolfsson (2012) show 
how organisations that leverage data-driven insights to transform their operations or 
business models perform better on objective financial and operational metrics when 
compared to their industry counterparts that do not engage in such transformations.
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IoT and South Africa’s short-term insurance sector
Four factors that catalyse innovative disruption are: (1) a new entrant’s product or 
service addresses consumers’ current challenges faced with existing suppliers; (2) 
existing suppliers are replaced by a new entrant providing an innovative, technology-
enabled offering; (3) there are no significant regulatory barriers to impede the 
disruptive innovation or innovators; and (4) there is aggressive investment from 
investors driving the adoption of a new innovation or technology (KPMG, 2019). 
South Africa’s incumbent short-term insurers need to consider these factors when 
determining how to remain relevant to the evolving digital needs of policyholders, 
to a consumption economy, and to a sector shifting to insurtech (Svahn, Mathiassen, 
Lindgren & Kane, 2017). The traditional insurer needs to develop the competencies 
in digital product innovation necessary to satisfy policyholders looking for insurance 
personalisation, i.e., customisation to their specific social, economic and risk 
circumstances (IBM, 2011).

Sandquist et al. (2015) describe how insurers adapting to the changes brought by 
insurtech are focusing on data-driven customer experiences, channel digitisation, the 
role of ecosystems and IoT. The introduction of IoT-enabled insurance products 
allows the insurer to introduce experiential value and rewards for the adoption of 
risk-reducing behaviours. These activities can positively drive the insurer’s relevance 
in the market (Cortis, Debattista, Debono & Farrell, 2019; EY, 2016). IoT adoption 
is growing, driven by three distinct technology trends (Porter & Heppelmann, 2015). 
The first is the volume of data generated and received using a variety of technologies 
and communication standards. The second is the maturity of cloud-based technologies, 
which now enable the affordable collection, storage and conversion of data into 
meaningful information. The third is the growing presence of always-connected 
mobile, smarter and more socially collaborative networks that make vast amounts 
of information available for decision-making and real-time response (Marafie, Lin, 
Zhai & Li, 2018). Insurers who integrate these trends into their business models are 
reaping the rewards. For example, Tayengwa (2017) found that IoT adoption enabled 
insurers to reduce their quoting and underwriting processing time by as much as 
60%, enabling cost reduction and improving policyholder experiences. 

Natural disasters affect everyone in a community, and they may result in the loss of 
property and lives. An IoT-enabled disaster management system can be unified and 
integrated using real-time alerts and historical data analysis to determine probable 
areas needing emergency services, crisis management teams and critical relief when 
a disaster occurs. Insurers can leverage these types of disaster management systems 
to equip themselves and manage their response in the event of disaster striking 
(Koduru, Reddy & Padala, 2018). Another emerging trend is the integration of IoT 
data with analytics tools to build a holistic picture of a risk environment or to manage 
claims (EY, 2016). Data collected from connected vehicles, buildings and other 
insured assets are passed on to analytics systems to influence the insurers’ processing 

and underwriting claims (Chekriy & Mukhin, 2018; Cortis et al., 2019). Analytics 
enable automated claims payment and assist in fraud detection, thus improving 
the underwriting process and driving down the cost of transactions (McAfee & 
Brynjolfsson, 2012).

IoT, insurance industry regulation and privacy 
The South African Insurance Association (SAIA) is the representative body of the 
country’s short-term insurance industry, and its Executive Committee comprises the 
country’s prominent short-term insurers (SAIA, 2019). Existing insurance industry 
regulations do not promote digital technologies (SAIA, 2019). The composition of 
the SAIA Executive Committee may be a limiting factor for the sector, given the 
potential for the protection of self-interest in regard to the regulation of insurtech.

Globally, consumer rights and information privacy are significant trends in influencing 
policy and regulation within the insurance sector (Maupa, 2018). Technology 
innovations have a direct influence on the rise of data privacy and security challenges 
for insurers and other users of IoT technologies (Zhou, Jia, Peng, Zhang & Liu, 
2019). Policyholders are sometimes not consciously aware of their data passing 
through networks and the storage devices of the insurers and their service providers 
(Porter & Heppelmann, 2015). This invisible data collection is driving the emerging 
challenge of digital trust and privacy for the insurance sector (Fuster & Scherrer, 
2015). Data collection allows the insurer to provide services to the policyholder that 
it could  otherwise not provide (Petrolo et al., 2015). It simultaneously places an 
obligation on the insurers to mitigate the leakage of this data, as such leakage could 
affect the security or invade the privacy of the policyholder (Fuster & Scherrer, 2015). 
In an always-connected world, it is often difficult to quantify how the data generated 
is used to benefit the policyholder directly and what data generation unnecessarily 
compromises the policyholder (Zhou et al., 2019).

3. Research methodology
This study employed a qualitative data-gathering method, via semi-structured, one-
on-one interviews with eight senior executives in, or linked to, the South African 
insurance sector. These interviews occurred between February and April 2018, at 
the corporate offices of each of the executives, in Johannesburg. The eight executives 
interviewed (see Appendix A) were from four entities: 

•	 a short-term insurer; 
•	 an organisation building insurance products for short-term insurers; 
•	 a telecommunications operator involved in providing IoT services to the 

market; and 
•	 an established leader in IoT technology for the South African short-term 

insurance sector. 
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The interviews generally followed an Interview Guide (see Appendix B), and focused 
on understanding: 

•	 how IoT can enable or improve market insights for insurance providers; 
•	 what new or improved insurance models or products are possible through 

the adoption of IoT; and
•	 how IoT adoption can transform the short-term insurance market.

 

4. Findings
IoT and insurtech in South Africa’s short-term insurance sector
There was a consensus amongst all eight respondents that IoT technology is essential 
to South Africa’s short-term insurance sector, with the current use of IoT being 
the use of sensors for event reporting (fire, water, smoke, security alarms); telemetry 
for asset tracking (vehicles, animals and cargo); human activity tracking to measure 
healthy behaviours (motion and body statistic sensors); and GPS data for location-
based risk calculation. 

Five respondents stated that, among the many advantages offered by data-driven 
insights, they enable policyholders to be voluntarily involved in constant, bi-directional 
and positive engagement with the insurer. Customer engagement increases, plus 
the policyholder becomes an active participant and partner in understanding and 
mitigating risk factors. Cooperation by policyholders releases the insurer from a 
permanent supervisory and educational cycle with its policyholders regarding risk 
prevention. The insurer is also able to adjust or modify its rewards systems based on 
the learnings it derives from the data collection. Policyholders who elect not to meet 
the adjusted reward conditions do so knowing that this may negatively affect their 
premiums, benefits or rewards, according to three respondents.

Telemetry use in South Africa originated in the nature conservation sector, leveraged 
for animal location and anti-poaching activities. South African insurers did not 
actively seek vehicle-tracking telemetry technology, but instead were introduced to it 
by technology entrepreneurs. According to two respondents, IoT use in South Africa 
began approximately two decades ago, when a local organisation partnered with 
international counterparts to bring industrial telemetry technology to the market. 
Insurance companies adopted this technology, which proactively transmitted the 
vehicle’s location and movement to aid in stolen vehicle location and recovery. These 
respondents noted that, around a decade ago, the sector evolved from employing 
telemetry data for only vehicle location and recovery to also include driver behavioural 
monitoring and rewards systems. As the technology matured, the traditional insurers 
leveraged their vehicle telemetry data to evolve their product offerings. They used 
data analytics to derive new insights into risk factors affecting motor vehicles and 
engaged policyholders in risk-lowering activities.

All the respondents observed that conditions in South Africa’s short-term insurance 
sector are ripe for insurtech offerings to emerge. A few years ago, an insurtech-
centric organisation would have struggled to find resources, capability and market 
receptiveness. The success of other risk/reward models in the broader market has 
created a platform for the establishment of insurtech. Additionally, in South Africa, 
the socio-political environment is conducive to modalities that can grow insurance 
take-up by the large numbers of people currently uninsured. Value-based insurtech 
models are highly relevant to the South African context because of their ability 
to provide differentiated pricing models based on the effect of environmental or 
situational conditions on the insured item.  

IoT and insurtech’s impacts on the insurance sector’s business models 
Traditionally, short-term insurers have determined their risk calculation models based 
on data gathered at the time of policyholder signup or during a claims process. Digital 
technologies are changing the face of risk calculation. Two respondents working 
with telemetry indicated that when insurers initially adopted vehicle telemetry, the 
technology and network costs restricted the devices’ design and function to only 
a few data points, with data delivered only every few minutes. By 2018, however, 
insurers were able to collect over 100 data points per second, due to the increased 
sophistication of the technology. This significant volume of data presents an 
unprecedented level of insight into motor vehicle risk factors. All respondents agreed 
that insurers could employ these data-driven insights to engage their policyholders 
positively. 

Insurtech companies, e.g., P2P insurers, have a digital-technology-led operating 
model. They engage with the market on digital platforms; engage in real-time policy 
engagement, claim management and rewards redemption; and engage in risk-sharing 
models with their policyholder communities. They are employing IoT smart home 
technology to remodel the way they estimate household risk and to digitally dispatch 
emergency or security services during an incident. Five respondents mentioned that 
insurtech companies employ sensors to switch off geysers, water and electricity when 
a leak is detected, with their platforms automatically dispatching repair technicians 
based on their GPS location and current work status. The ability to detect a risk event 
in real-time, act to mitigate it, utilise data to inform the risk model, then update the 
technology in the field and perform preventative maintenance on other similar-state 
environments is the automated business model of digital insurers.

Utilising IoT, insurers can cover event types that were previously uninsurable or 
excluded from a policy. For a variety of reasons, policyholders are not always able to 
fully comply with their contracted risk agreement with an insurer. Four respondents 
recommended that, instead of penalising the policyholder during these instances, 
insurers could instead implement new risk models whereby real-time, non-
contractual, incident-based insurance products could be created, used and discarded, 
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as required. A respondent gave the example of covering a non-named driver to use 
a policyholder’s vehicle for an errand. Using IoT and mobile application technology, 
the time of use, the duration of the trip, the driving behaviour and the route of 
the errand would all be factors that influence the price for that particular insurance 
instance. Five respondents stated that when small (traditionally uninsured) events 
are covered in a tailored way, both the insurer and the policyholder gain from the 
opportunity of a value-adding, bespoke, incident-based, digitally-enabled insurance 
offering. 

IoT, insurtech, and organisational transformation
All eight respondents were of the view that insurers who leverage IoT data can take 
new data-driven services and products to market. Two respondents said that, through 
the use of digital technology, the insurer could move its business model away from 
only insuring risk to also insuring prevention-of-loss events. All eight respondents 
were emphatic that IoT is a game-changer for insurers. There was consensus amongst 
all respondents that South Africa, in general across many sectors, has been sluggish 
in the adoption of IoT and in harnessing the enterprise and employment possibilities 
it creates. Adoption through external introduction emerged as a central theme in 
how technology adoption occurs in the South African insurance sector. According to 
four respondents, the country’s insurers are slow to adopt new technology, especially 
single-use or single-purpose devices. The lack of practical use cases, outside of the 
vehicle and wildlife tracking telemetry cases, is also a factor that inhibits the adoption 
of IoT in the insurance sector. 

According to six respondents, the sector has to date failed to leverage the successful 
business case of telemetry to drive acceptance of and investment in new products 
enabled by IoT. Policyholders with the incumbent firms, five respondents stated, will 
embrace usage-based and value-based pricing models for insurance as they become 
familiar with the lifestyle options and experiences that such models provide to 
them. Four respondents indicated that partnerships with, or acquisitions of, existing 
insurtech players could be a key mechanism through which traditional insurers could 
allow new learning to enter their organisations, i.e., allowing for internalisation of the 
insights and knowledge of an insurtech, including understanding the skills required 
for employees to participate in the insurtech future. 

Traditional insurers’ resistance to change
All respondents indicated that organisational resistance to change is prevalent in 
most incumbent insurance organisations, attributable to the urge to safeguard existing 
business models and existing stakeholder interests. There is a delicate balance between 
the financial rewards offered by technology adoption and the magnitude of change 

required to adapt existing business models. Five respondents stated that insurers’ 
propensity to adopt an innovative technology increased as they grew more familiar 
with its application, as their organisational models evolved due to the technology, 
and as the ability of the technology to scale across their policyholder base grew. 

Impact of smart cities and smart homes
The communications infrastructure is in place for IoT-driven smart cities and smart 
homes to emerge strongly in many parts of South Africa, with all the significant 
mobile GSM telephony providers providing IoT capability on their networks, and 
with the presence of dedicated IoT networks provided by local and global players, 
including Consol and Sigfox. Insurtech can be expected to drive the adoption of
smart devices in the household, from utility meters to intelligent lighting and security 
systems. 

Seven respondents indicated that the consumer would adopt such technology if 
the cost of use is lowered, with tangible rewards for the policyholder, such as cost 
savings or value-adding services. Most homes with internet connectivity have little 
else connected to the internet or the network, other than personal entertainment 
and computing devices. An opportunity exists for traditional insurers to look at 
using their reach, through the existing short-term insurance policies for homes and 
their contents, to influence the adoption of smart devices, e.g., IoT security cameras, 
doorbells, lights and locks for insurtech purposes. The insurer could become an active 
participant in risk mitigation activities, instead of being only the underwriter of theft 
or loss and allowing a third-party security company to mitigate potential loss with 
the policyholder. 

Privacy and digital trust
Digital trust is a crucial component of the digital age. Insurers need policyholder data 
and information to innovate and produce customer-centric solutions and offerings. 
According to four respondents, some consumers believe that telemetry collects data 
that can negatively affect their insurance premiums or cover, a sentiment that could 
prevent those insurers who adopt digital business models from retaining or attracting 
digital pessimists. Policyholders will yield their personal information if insurers prove 
that the data collection is done morally and ethically, to benefit the policyholder, and 
not to discriminate negatively against them. Insurers have to begin the journey of 
digital transformation to develop digital-centric business models that tangibly benefit 
policyholders, rather than using the data to preserve existing business models and to 
penalise policyholders.  This journey is challenging for a traditional insurer, declared 
seven respondents, as it requires the insurer business model to change dramatically. 
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5. Conclusions
Due to the emergence of IoT and insurtech, traditional South African short-term 
insurance players have to contend with, among other things:

•	 potential policyholders’ increasing access to competitive product offerings;
•	 existing policyholders’ requirements for higher service levels; and
•	 shifting business models. 

New insurtech entrants move at the speed of digital and do not have the shackles 
of preserving an existing business model and revenue stream, or of being held back 
by limitations created by their past. Their lack of history allows insurtech firms to 
swiftly adopt new ideas, leverage new technology, and appropriate social-commercial 
models, such as P2P risk-sharing and pay-per-use, to defy and erode the policyholder 
base of traditional insurers. 

In addition to, and in support of, growing their own internal IoT and insurtech 
capabilities, the traditional South African short-term insurance players should seek 
opportunities to partner with, and/or acquire, existing start-up insurtech and IoT 
companies, so as to build competence and capacity in the delivery of IoT-based 
products and services. 

Among other things, lowering barriers for insurance adoption, via IoT and insurtech, 
can open up insurance options to low-income market segments not previously able 
to procure insurance—because traditional models made insurance prohibitively 
expensive and practically unusable. Using technology to create an ecosystem where 
more consumers can participate in insurance services, through insurtech P2P 
insurance communities and value-based models, will help drive the transformation 
of the traditional insurer business model. The cornerstone of traditional insurance 
is that the premiums of the many pay for the claims of the few. IoT-enabled, 
community-based insurtech offerings will allow incumbent insurers to leverage their 
market position to utilise technology to benefit all stakeholders, who can collectively 
reduce risks, claims and costs.

References
Accenture. (2016). Be digital: A R115,2 billion opportunity for South Africa’s short-term 

insurance industry. Johannesburg. Retrieved from https://www.accenture.com/
t20170707T155858Z_w_/za-en/_acnmedia/PDF-25/Accenture-Be-Digital-
POV.pdfla=en 

Ayuso, M., Guillen, M., & Nielsen, J. P. (2019). Improving automobile insurance ratemaking 
using telematics: Incorporating mileage and driver behaviour data. Transportation, 
46(3), 735–752. https://doi.org/10.2139/ssrn.2885214

Breading, M. (2017). Smart cities and insurance: Exploring the implications. Strategy 
Meets Action (SMA). Retrieved from https://cdn2.hubspot.net/hubfs/732222/
SMA-RR-2017-Smart-Cities-and-Insurance-082917-V115-Synerscope.
pdf?t=1505751589866 

Chekriy, S., & Mukhin, Y. (2018). Blockchain platform for insurance-related products. 
Edinburgh: The Glass Cube Company. Retrieved from https://icosbull.com/
whitepapers/3394/i-chain_whitepaper.pdf 

Cortis, D., Debattista, J., Debono, J., & Farrell, M. (2019). InsurTech. In T. Lynn, J. G. 
Mooney, P. Rosati, & M. Cummins (Eds.), Disrupting f inance: FinTech and strategy 
in the 21st century (pp. 71–84). Palgrave Pivot. 

 https://doi.org/10.1007/978-3-030-02330-0_5 
Ernst and Young (EY). (2016). The Internet of Things in insurance: Shaping the right strategy, 

managing the right risks. London. Retrieved from https://www.eycom.ch/en/
Publications/20161109-The-Internet-of-Things-in-insurance/download

EY.  (2017). The future belongs to the connected: Achieving the vision of digital insurance. London: 
Ernst & Young. Retrieved from https://www.ey.com/Publication/vwLUAssets/
ey-achieving-the-vision-of-digital-insurance/$FILE/ey-achieving-the-vision-of-
digital-insurance.pdf 

Fuster, G. G., & Scherrer, A. (2015). Big data and smart devices and their impact on privacy. 
Brussels: European Parliament Directorate General for Internal Policies. Retrieved 
from https://www.researchgate.net/publication/289538954_Big_Data_and_
Smart_Devices_and_their_Impact_on_Privacy

Geotab Africa. (2019). Adopting usage-based insurance for SA fleets [Blog post]. Retrieved 
from https://geotabafrica.com/adopting-usage-based-insurance 

Groopman, J. (2015). Customer experience in the Internet of Things: Five ways brands 
can use sensors to build better customer relationships. San Francisco: Altimeter. 
Retrieved from http://boletines.prisadigital.com/Customer-Experience-in-the-
Internet-of-Things-Altimeter-Group.pdf 

Hancke, G., Silva, B., & Hancke, J. G. (2012). The role of advanced sensing in smart cities. 
Sensors, 13(1), 393–425. https://doi.org/10.3390/s130100393

Hung, M. (Ed.). (2017). Gartner insights on how to lead in a connected world: Leading the IoT. 
Gartner. Retrieved from https://www.gartner.com/imagesrv/books/iot/iotEbook_
digital.pdf 

IBM. (2011). Digital transformation: Creating new business models where digital meets physical. 
New York: IBM Global Business Services. Retrieved from https://www.ibm.com/
downloads/cas/B6Y8LY4Z 

Jonckie. (2019, September 13). Sensor Networks shakes up insurance sector [Blog post].  
Retrieved from https://www.insurancechat.co.za/2019-09/sensor-networks-shakes-
up-insurance-sector 

Kang, B., & Choo, H. (2018). An experimental study of a reliable IoT gateway. ICT Express, 
4(3), 130–133. https://doi.org/10.1016/j.icte.2017.04.002

Koduru, S., Reddy, P., & Padala, P. (2018). Integrated disaster management and smart 
insurance using cloud and internet of things. International Journal of Engineering & 
Technology, 7(2.6), 241–246. https://doi.org/10.14419/ijet.v7i2.6.10777

KPMG. (2019). The South African insurance industry survey 2019. Johannesburg. Retrieved 
from https://home.kpmg/content/dam/kpmg/za/pdf/south-african-insurance-
survey-2019.pdf 

Littlejohns, P. (2019, June 26). Six South African insurtech start-ups disrupting the country’s 
insurance market [Blog post]. Retrieved from https://www.nsinsurance.com/
analysis/south-african-insurtech-start-ups 

AJIC 24 - 9-Dec-19 - 17h36.indd   12-13AJIC 24 - 9-Dec-19 - 17h36.indd   12-13 12/9/2019   5:38:21 PM12/9/2019   5:38:21 PM



AJIC Issue 24, 2019The African Journal of Information and Communication (AJIC)     14        15

 Moodley Digital Transformation in South Africa’s Short-Term Insurance Sector 

Lee, I. (2019). The Internet of Things for enterprises: An ecosystem, architecture, and IoT 
service business model. Internet of Things, 7. 

 https://doi.org/10.1016/j.iot.2019.100078
Marafie, Z., Lin, K.-J., Zhai, Y., & Li, J. (2018). Proactive fintech: Using intelligent IoT 

to deliver positive insurtech feedback. In 2018 IEEE 20th Conference on Business 
Informatics (CBI), Vienna. https://doi.org/10.1109/CBI.2018.10048

Marek, L., & Woźniczka, J. (2017). The Internet of Things as a customer experience tool. 
Jagiellonian Journal of Management, 3(3), 163–176. 

 https://doi.org/10.4467/2450114XJJM.17.011.9562
Maupa, M. (2018). 5 trends shaping the insurance industry in 2018 [Blog post]. Retrieved 

from https://www.fanews.co.za/article/intermediaries-brokers/7/general/1227/5-
trends-shaping-the-insurance-industry-in-2018/23601 

McAfee, A., & Brynjolfsson, E. (2012). Big data: The management revolution. Harvard 
Business Review, October, 3–9. Retrieved from http://tarjomefa.com/wp-content/
uploads/2017/04/6539-English-TarjomeFa-1.pdf 

Minnie, L. (2018, July 13). Best car tracking devices [Blog post]. Retrieved from https://
www.autotrader.co.za/cars/news-and-advice/automotive-news/best-car-tracking-
devices/2655 

Mpala, D. (2018, March 12). 10 South African start-ups leading innovation in IoT [Blog 
post]. Retrieved from https://ventureburn.com/2018/03/iot-digital-all-stars 

Petrolo, R., Loscrì, V., & Mitton, N. (2015). Towards a smart city based on cloud of 
things, a survey on the smart city vision and paradigms. Transactions on Emerging 
Telecommunications Technologies, 28(1), 1–11. https://doi.org/10.1002/ett.2931

Pillay, T. ( 2019). The influence of insurtech on the existing insurance business model. 
MBA dissertation, University of Pretoria. Retrieved from http://hdl.handle.
net/2263/68935 

Porter, M. E., & Heppelmann, J. E.  (2015). How smart, connected products are transforming 
companies. Harvard Business Review, October. Retrieved from https://hbr.
org/2015/10/how-smart-connected-products-are-transforming-companies 

PricewaterhouseCoopers. (PwC). (2016). Insurance through challenging times: Insurance 
industry. Johannesburg. Retrieved from https://www.pwc.co.za/en/assets/pdf/
insurance-industry-analysis-2016pdf.pdf 

Republic of South Africa (RSA). (1998) Short-Term Insurance Act, No. 53 of 1998. Retrieved 
from https://www.gov.za/sites/default/files/gcis_document/201409/a53-98.pdf

Sandquist, E., Gasc, J.-F., & Sollmann, R. (2015). Reimaging insurance distribution. Accenture 
Research. Retrieved from https://financialservices.accenture.com/rs/368-
RMC-681/images/reimagining-insurance-distribution-distribution-and-agency-
management-survey.pdf 

Santam Specialist Real Estate. (2019, May 27). Say hello to the house of the future [Blog 
post]. Retrieved from https://www.cover.co.za/say-hello-to-the-house-of-the-
future 

South African Insurance Association (SAIA). (2019). Board members. Retrieved from 
https://saia.co.za/board-members.html 

Svahn, F., Mathiassen, L., Lindgren, R., & Kane, G. C. (2017). Mastering the digital 
innovation challenge. MIT Sloan Management Review, 58(3), 14–16.

Tayengwa, S. (2017). Digital transformation – the new-age insurer. Johannesburg: TransUnion 
Africa. Retrieved from https://www.cover.co.za/wp-content/uploads/2017/09/
Digitisation-In-Insurance-Presentation-SamuelT-1.pdf 

Vidanagama, T. N. (2017). Towards realization of an IoT environment: A real-life 
implementation of an IoT environment and its analytics. In 2017 Global Internet 
of Things Summit (GIoTS), Geneva. https://doi.org/10.1109/GIOTS.2017.8016259

Zhou, W., Jia, Y., Peng, A., Zhang, Y., & Liu, P. (2019). The effect of IoT new features on 
security and privacy: New threats, existing solutions, and challenges yet to be solved. 
IEEE Internet of Things Journal, 6(2), 1606–1616. 

 https://doi.org/10.1109/JIOT.2018.2847733

Appendix A: Interview respondents

Respondent Respondent’s expertise and experience

Respondent 1:
Telemetry Expert

C-level Technology Executive in a telemetry company dealing 
with all the major insurers. Background in engineering, 
business and commercial modelling.

Respondent 2:
Telemetry Expert

Technology Executive in a telemetry company dealing with 
all the major insurers. Background in engineering, product 
development and data modelling.

Respondent 3:
Insurance Industry 

Executive

Senior Business Executive in a large short-term insurer in 
South Africa with an interest in insurtech. Background in 
customer services, risk and finance.

Respondent 4:
Insurance Industry 

Executive

Senior Technology Executive in a large short-term insurer 
in South Africa with an interest in insurtech. Background in 
technology, procurement and risk.

Respondent 5:
IoT Expert

Product Executive in a telecommunications business providing 
IoT services to business and consumers. Background in 
marketing and product development.

Respondent 6:
IoT Expert

C-level Executive in a telecommunications business providing 
IoT services to business and consumers. Background in 
technology, business and strategy.

Respondent 7:
Insurance Product Expert

C-level Executive in a specialised company developing 
products and services for insurers. Background in risk, 
product development and strategy.

Respondent 8
Insurance Product Expert

Product Executive in a specialised company developing 
products and services for insurers. Background in risk, 
product development and business.
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Appendix B: Interview guide

IoT as an Enabler of the Insurtech Sector

1. How can IoT enable or improve market insights for insurance providers?
•	 Where has IoT been deployed in the insurance sector and to what success?
•	 How has IoT technology evolved since its inception and what does adoption look 

like now?
•	 How did the policyholders and customers react to IoT, or not, in terms of value to 

them?

2. What new or improved insurance models or products are possible through the adoption 
of IoT?

•	 How has IoT affected the relevance of insurance providers’ products and services?
•	 What products and service capabilities are possible because of IoT?

3. How can IoT adoption create a transformational shift in the short-term insurance 
market?

•	 How is IoT redefining or transforming (or how will it redefine or transform) the 
business of insurance?

•	 How will traditional insurance companies contend with digital-first new next 
generation IoT companies? 
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1. Introduction
Malware attacks have increased recently, in Africa and globally, due to advances 
in technology and the growing number of miscellaneous internet of things (IoT) 
devices being connected to data networks (Xiao, Lin, Sun & Ma, 2019). The nature 
of malware attacks has also dramatically changed, as sophisticated attacks have 
become ubiquitous. The sophistication and complexity of malware have manifested 
in miscellaneous ways; the common way has been malware camouflage and 
obfuscation, where the attack comes in the form of a solution to a problem together 
with a demand for ransom money (Kalaimannan, John, DuBose & Pinto, 2017). 
This type of attack has continued to evolve and to produce more variants, so that the 
perpetrators can continue to profit from such pernicious attacks. 

According to Symantec, malware has increased sharply since 2014 (Lee & Kwak, 
2016) and continues to increase. Symantec also reports that the majority of the new 
malware programs are variants of the existing destructive malware, which is indicative 
of the evolution that is taking place in order for the programs to be more complex for 
the countermeasures and to avoid detection. 

In order to mitigate malware, a number of countermeasures have been advanced in 
the literature ( Jerlin & Marimuthu, 2018). However, existing techniques have not 
fared well due to the obfuscation tactics of malicious software and other advances in 
evading detection. Malware targets have also expanded to include mobile platforms, 
thereby posing another challenge to existing mitigation efforts. 

Most existing research has reported on the efficiency of machine learning (ML) and 
artificial intelligence (AI) techniques in malware detection and mitigation (Chen, 
Su & Qiao, 2018). The techniques are useful in the classification of malware, such as 
Trojans, worms, among others, and in mapping suitable techniques to the malware 
type. In addition, the ML techniques, through feature extraction, increase the accuracy 
of detecting malware by reducing the search space, so as to home in on the specific 
malware (Khammas, 2018). This alleviates some of the current challenges, including 
the conventional detection methods being evaded by new variants of malware due to 

search limitations. This can be attributed to the learning abilities of ML, as well as 
their capacity to mine data patterns, relationships and procedure analysis. 

The modern malware is increasingly adaptive and dynamic in nature, which makes 
self learning techniques important. Specifically, the self learning techniques, such 
as neural networks, are able to self-organise and self-evolve, as well as classify and 
process data in parallel, and are hence able to detect mutated and other instrinsic 
forms of malware (Barriga & Yoo, 2017). 

Agent-based methods have also become promising approaches for malware detection 
in both web and mobile applications (Kendrick, Criado, Hussain & Randles, 2018). 
This is due to the interactions between agents and their environments, which create 
more focused and accurate inputs, so as to generate robust intelligent solutions 
against malware. (Agents are any entities that can make decisions like a human being 
through their interactions with one another and the environment.) Moreover, the 
heterogeneity of agents and of their attributes enriches the capabilities of agent-based 
applications in combating different types of malware. Through these interactions 
and the inherent data collection and storage capabilities of agents, patterns can be 
inferred, which are useful for predictions. 

Prediction has been extensively explored in the domain of malware detection, 
especially using machine learning techniques to predict the behaviour of malware and 
its hotspots or risk areas (Mahrin et al., 2018). The behavioural analysis of malware 
also includes classification, which is essential for investigating and prioritising threats. 
The recent malware attacks have become much more coordinated, for example, 
botnets which represent a string of devices that are interconnected to communicate 
and share information with one another, so as to launch large-scale and high-level 
attacks. Botnets use autonomous programs known as bots, which mimic human 
behaviour in interactions with users with a view to collecting information and 
using it to conduct various kinds of malicious attacks (Khoshhalpour & Shahriari, 
2018). The level of complexity inherent in these kinds of attacks continues to pose 
a significant challenge to the traditional malware detection techniques, as well as to 
the common network environments. 

The threat of malware has spread to mobile telephony platforms and proliferated 
exponentially on account of the openness, and popularity of use, of mobile platforms 
(Ren, Liu, Cheng, Guo & Chen, 2018). These mobile platforms have become carriers 
of very sensistive data, ranging from personal financial information to the private 
details of users’ lives. Any data breach on these platforms due to malware attacks can 
have severe consequences. 

The web and desktop platforms nowadays also carry a similar risk, due to a proliferation 
of desktop applications that enable users to process sensitive information, and also 
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due to mixed storage and processing of business and personal information. One of 
the biggest attacks in modern times was the WannaCry ransomware attack in 2017, 
which affected more than 150 countries in less than a week. More than 200,000 
devices were attacked in a matter of days, through forcing the encryption of users’ 
data until a ransom was paid (Wang et al., 2018). This is one of the many examples of 
malware that use advanced algorithms to conduct large-scale malicious attacks. The 
existential challenge posed by these techniques is their ability to evade detection and 
literally throw the traditional and less intelligent detection methods into confusion. 

In this article, we advance a novel approach, with a view to outflanking the intelligent 
malware and providing a robust countermeasure to a wide variety of malware. 
The approach is based on a neural network ensemble, wherein an intelligent search 
optimisation process is conducted by memetic algorithm and by the k-means 
machine-learning clustering algorithm, in order to generate the optimal solution for 
complex malware detection. The approach that we advance applies to cyber systems 
throughout the world. Malware attacks in Africa are similar to attacks elsewhere, 
and thus we have designed the algorithm with the aim of helping to solve a global 
problem.

The rest of the article is organised as follows: section 2 provides a review of related 
work, section 3 provides the problem definition, section 4 provides the methodology, 
section 5 provides the discussion and presentation of experimental results, and section 
6 concludes.

2. Related work
Neural-network-based malware detection
Due to the dynamic behaviour and increasing obfuscation tactics of malware, more 
intelligent solutions have been sought, and prominent among them are neural 
networks. Many factors make neural networks attractive for solving problems of this 
nature, but the overriding factor is that, due to their intrinsic training processes, they 
achieve accuracy and efficacy in solving very complex problems (Hassan & Hamada, 
2017), thus making them suitable for malware detection. 

Yan, Qi and Rao (2018) present an ensemble method for detecting malware based 
on a deep neural network. The approach uses a convolutional neural network and a 
memory technique to learn raw data and make inferences regarding the existence 
or nonexistence of malware. The inferences are based on patterns extrapolated from 
both the structure and code of the malicious file. (A convolutional recurrent neural 
network is a blend of the recurrent neural network and the convolutional neural 
network. Convolutional neural networks can be characterised as those that apply 
convolutions (a kind of mathematical operation) and that classify data regardless of 
the positioning.) This approach is similar to the recurrent neural network ensemble 
proposed by Rhode, Burnap and Jones (2018). The ensemble studies behavioural data 

and makes inferences regarding the maliciousness of an executable file. This is done 
during the execution by collecting a small sample of behavioural data with a view 
to detecting and blocking malicious processes before they cause damage. In order 
to classify this behavioural data, a classifier is presented based on a convolutional 
recurrent neural network (Alsulami & Mancoridis, 2018), in order to classify families 
of malware and to extrapolate better patterns for improving detection acurracy. The 
method extracts features adaptively from MS Windows files to classify them. 

In the same vein, Kabanga and Kim (2018) apply the convolutional neural network 
to the classification of malware image. Instead of using text and other forms of data 
as inputs, image vectors are used to train neural networks. The convolutional neural 
network is set up with three layers, in order to achieve the classification function. 
In order to identify and classify complex patterns in data for malware detection, 
Le, Boydell, Namee and Scanlon (2018) present a classification method based on 
deep learning. The approach uses data-driven techniques to identify features for 
classification. Multiple deep-learning architectures are utilised, and each input is 
classified into a malware class in terms of various neural network layers, whereby 
vectors are generated for feature extraction and classification. This classification 
method contrasts with mechanisms that rely on expert domain knowledge. For 
example, Zarras, Webster and Eckert (2016) propose a malware classification 
strategy based on both recurrent and convolutional neural networks. System calls 
are obtained and sequenced using a sequential model to form a domain for feature 
extraction and classification. The same principle is applied by Martinelli, Marulli 
and Mercaldo (2017), wherein a dynamic analysis is conducted on system calls and a 
convolutional neural network is deployed to distinguish malicious data from benign 
data in an Android data sample. The recurrent neural networks, unlike convolutional 
neural networks, recall input samples and reuse them for classification of the current 
samples.

A dynamic malware detection technique based on deep learning is also presented by 
Yin, Zhou, Wang, Jin and Xu (2018), wherein malware execution and monitoring 
functions are separated and analysed independently. A log is produced for the 
monitoring processes where information is then extracted as the input for the neural 
network. The training enables the neural network to recognise and classify various 
types of malware. The approach of Selvaganapathy, Nivaashini and Natarajan (2018) 
uses a restricted Boltzmann machine (RBM) with a stacking technique to select 
features in a neural network and detect malicious patterns in uniform resource 
locators (URLs). A miscellany of classes are used for classification. A similar problem 
is solved by Le, Pham, Sahoo and Hoi (2017), with convolutional neural networks and 
the detection technique embedded in the URL so as to train the neural network in all 
aspects of the URL, including words and characters. An RBM is an artificial neural 
network that is stochastic (i.e., randomly determined) in nature, and a probability 
distribution can be generated from its inputs.
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In order to detect and classify malware in unseen files, Rad, Nejad and Shahpasand 
(2018) apply a binary classifier to MS Windows files. The training of the neural 
network classifier is done with a view to giving it the ability to distinguish malicious 
files from benign ones. 

Many of the aforementioned approaches provide novel solutions, but the malware 
landscape has dramatically changed in recent years. The changes are mostly 
epitomised in the shifting optima (Souri & Hosseini, 2018), i.e., shifts in the most 
favourable solution among a set of constantly changing feasible solutions. The 
shifting optima makes tracking difficult, and makes it overwhelmingly difficult for 
static and slow-evolving solution approaches to find optima. Thus, the more efficient 
malware countermeasures will be those that are highly adaptive and dynamic in their 
search and optimisation processes for malware detection. 

Memetic algorithm solutions
As malware has become more disguised and sophisticated, search heuristics have 
come to be considered effective optimisation mechanisms, not only for detecting 
malware threats but also for finding optimal solutions. However, the challenge for 
single search heuristics is that they get stuck in local optima in the course of the 
search (Xu et al., 2017), which undercuts the quality of the search outcome. Thus, 
hybrid mechanisms, such as memetic algorithms, are preferred metaheuristics for 
conducting the optimisation search process, especially in non-stationary malware 
environments. 

Okobah and Ojugo (2018) present a memetic model for malware intrusion detection. 
The approach uses classification rules, as well as a fitness function based on the 
evolutionary process, to generate a feasible solution.  Mohammadi and Namadchian 
(2017) apply a memetic algorithm to optimise detection of irregular traffic. In order 
to classify malicious traffic, a memetic evolutionary classifier is used. The classifier 
functions in diverse and dynamic environments. This approach draws parallels with 
the hybrid mechanism proposed by Xue, Jia, Zhao and Pang (2018), where the feature 
selection is done by differential evolution, and neighbourhood improvements are 
conducted by the k-nearest algorithm, with a view to averting premature convergence. 
Shah, Ehsan, Ishaq, Ali and Farooq (2018) present a hybrid classifier to classify 
irregular activity. A genetic algorithm and a support vector machine are deployed for, 
respectively, feature selection and optimising of parameters to enhance accuracy. The 
training resources required, with respect to time, are significantly reduced through 
faster covergence, provided a robust and optimal feature selection process exists. 

Dash (2017) applies a hybrid of particle swarm optimisation (PSO) and gravitational 
search to detect intrusions and malicious activity (Dash, 2017). In the same vein, 
Altaher and Barukab (2017) combine the PSO with the adaptive neural fuzzy 
inference system in order to distinguish malware-infected Android applications 

from malware-free applications. Fuzzy rules are generated to guide the classification 
process, through intelligent optimisation of parameters, using PSO search based on 
the evolutionary process that Razak et al. (2018) apply to solve a similar problem. 

In the work by Zhirou and Jing (2018), the malicious attack vector is presented as 
a weighted network, and a memetic algorithm is used to optimise the cost on each 
node with a view to minimising the cost of attacking a node. An optimal search 
yields a node combination with the lowest cost. 

Although all the approaches outlined above represent state-of-the-art advances in 
the area, the malware problem landscape continually evolves, at a exponential speed, 
as a result of the interconnectedness of systems (WEF, 2018) in the fourth industrial 
revolution (4IR), which demands more intelligent and adaptive solutions provided 
by advanced algorithms to counter the increasingly complex attacks.

3. Problem definition
The malware detection problem we addressed with this research is a combinatorial 
optimisation problem, where there is a finite set of multiple feasible solutions and the 
aim is to optimise and generate the best solution (Schweidtmann & Mitsos, 2019). 
The neural network ensemble we developed represents a blend of various neural 
networks whose functions are synergised with a view to minimising error and achieving 
precision (Yan et al., 2018). Neural networks are trained to build a strong capability for 
solving specific problems. Once they are trained, neural networks generate invidual 
outcomes which are combined to form an ensemble solution outcome. Ensemble 
approaches aim to offset the drawbacks associated with individual networks, and 
they present robust solutions to complex problems. 

Accordingly, the problem we seek to address with our proposed model is two-fold: 
(1) optimisation of a neural network ensemble, and (2) malware detection. The 
mathematical formulation of the problem is as follows:

Notation Denotation
class label

class of malware
class of benign

behaviour
dataset

where  are feature vectors in the dataset. The behaviour of 

the data is then represented as  and the directed graph, which 
represents the data relationships and dependencies in the form of weights 
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in a neural network (Xiao et al., 2019), is denoted by , where  
represents the retrieved number of graphs from the dataset. The behaviour 
of the sample for a class of malware is defined as follows:

where  is the behaviour of the sample,  in the dataset. 

Therefore, the behaviour of the dataset is defined as:

 for malware or benign, so that if the sample 
contains 1 then data is malware and if it contains 0 then data is benign. 

This helps to calculate the detection error from the fitness function (Sheng 
et al., 2017), as follows.

where  , and  denote, respectively, the training error, 
complexity of the neural network, and detection error. The target output, 

 and current network output,  are used to compute the error 
generated from training the neural network, as shown in Equation (7). The 
parameters are defined by ,  and  while active connections 
with weights, total connections including those on hidden neurons, 
training patterns, and neurons, are represented, respectively, by , 

,  and . The problem therefore is to minimise the function  
in Equation (6), which ultimately reduces training and detection errors, 
which in turn increases the detection rate of malware behaviour patterns 
in the data sample. 

The second part of the problem is the optimisation of a neural network 
ensemble based on connection weights. As mentioned before, the neural 
network ensemble represents an amalgam of disparate networks (Choi & 

Lee, 2018), where each individual network generates an output pattern from 
training input data. The network connections are defined by weights, which 
indicate the strength of these connections and of the influence of neurons 
on each other (Ojha, Abraham & Snasel, 2017) through synapses. The 
influence of neurons is determined by the strength level of the connections 
between them. The synapses generate an output, as a product of weight 
and input. Let  represent weight of the neural network connection, 
such that  and  represents 
inputs. In order to adjust and map outputs and inputs to the neuron, a bias 
operator,  is utilised. This is expressed as follows. 

where all connections,  use the activation function, , which activates 
neurons based on the weight, thus creating a bias to the process with a view 
to achieving a nonlinear output pattern, as demonstrated by Abiodun et al. 
(2018). The problem therefore is to optimise the weights in Equation (10) 
for all connections using a learning optimisation algorithm, so as to create 
a convergence of high-quality networks to the ensemble. 

4. Methodology
Memetic algorithm
Memetic algorithm is one of the methods we used in this study to tackle the 
optimisation problem defined in the previous section. Memetic algorithm is a blend 
of global and local search heuristics that combines exploration and exploitation search 
processes in order to generate high-quality solutions (Nguyen & Sudholt, 2018). The 
main differentiating factor between memetic algorithm and genetic algorithm is that 
memetic algorithm mimics the evolution of the cultural environment, rather than 
mimicking the natural evolution of genes. This capability enables memetic algorithm 
to lend itself to malware detection, since malware, seeking to avoid detection, is 
capricious in its attributes and its interactions with the environment (Acarali, 
Rajarajan, Komninos & Zarpelao, 2019). 

The memetic algorithm exploitation function is executed by the local search technique, 
with a view to forestalling premature convergence of the search process, and thus 
yielding an optimal result. The local search scours the neighbourhood regions of 
the solution for a better solution, based on fitness values for mutated solutions. Due 
to this strength and other benefits, memetic algorithm has been extensively applied 
to solve various real-world complex problems (Chaimanee & Supithak, 2018) that 
have become increasingly difficult to deal with through single and non-dynamic 
optimisation techniques. As indicated by Gu et al. (2019), hybrid algorithms provide 
a good balance between diversification and intensification of the search, enhancing 
the quality of the search process as well as the outcome. 
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In the model we developed and tested, adaptive mutation and recombination 
operators are applied to the memetic algorithm, in order to create better offspring 
configurations, which are essentially hybrid solutions composed of two existing 
parent configurations. The features from both parent chromosomes (i.e., individual 
solutions in the sample) are extracted and combined using the recombination 
operator through individual interactions and cooperation. The mutation operator 
is then applied to build new features, with a view to forming more robust solutions 
(Bereta, 2019). The mutation operator helps in calibrating the diversification levels 
of the population sample, e.g., if there is low diversification, new features are injected 
by increasing mutation. Figure 1 illustrates this memetic algorithm procedure. 

Figure 1: Algorithm 1 (memetic algorithm procedure)

begin
P = Intitialise Population
Evaluate fitness of individuals
repeat
      Select parents
      Apply Operators
      Apply Local Search
      Evaluate fitness
      if offpsring is better than the existing 
individual
           Replace existing solution with offspring
      or else
            keep existing solution
      end if
      Adjust mutation operator
      Update population
until termination criteria reached 
return optimal solution
end

The population is randomly constructed in Algorithm 1, and one of the essential 
features of memetic algorithm is application of the local search technique. The local 
search procedure implemented in this work is the tabu search metaheuristic, and 
one of the prominent hallmarks of tabu search is its use of the adaptive memory 
function to store solutions as the search progresses through various iterations. This is 
important because it makes the information readily available for decision-making at 
any point in the course of the search (Lucay, Galvez & Cisternas, 2019). The search 
can then be strategically directed to promising areas where optimal solutions are 
most likely to be found, based on search information collected by tabu search. Figure 
2 illustrates this tabu search procedure.

Figure 2: Algorithm 2 (tabu search procedure)

begin

Choose a solution,  in sample, 
while stop criterion is not reached do
Perform improvement search

Create a subset  of solutions in 
Add visited solutions to tabu, t
Evaluate fitness of individuals

Choose best,  in 

if  then

Replace  with  in 
end if
Update tabu list
Output optimal solution
end

In the tabu search algorithm, solution cycling is prevented via continual improvements 
until there is attainment of local optimality. The tabu search procedure in Algorithm 
2 depicts process steps for local exploitation of the search space with a view to 
forestalling premature convergence. The procedure exemplifies dynamic local search 
optimisation, where continual update of the tabu list is conducted. This lends itself 
to malware detection and search environments, especially in today’s environments 
where malware evolves rapidly. The application of tabu search in optimisation is 
guided by weightage to determine the penalty severity of constraint violations (Dai, 
Cheng & Guo, 2018). Hard constraints, which are constraints that must be satisfied 
and applied, carry high weights, and thus large penalties in the case of violations, 
while soft constraints carry lower weights and smaller penalties. 

Neural network ensemble
A neural network is a data-based network that maps inputs to output patterns, or 
processes inputs to generate output through training processes. The neural network 
architecture mimics the natural functioning of the brain, in which billions of 
interconnected neurons transmit signals to each other to generate activity or action 
for the various functions of the body (Shapshak, 2018). In order to apply this natural 
phenomenon to computing, artificial neural networks are designed to simulate the 
neuron structure and processes of the brain, with a view to creating cognitively 
intelligent computer systems that can be deployed to solve complex problems ( Jat, 
Dhaka & Limbo, 2018). 
Neural networks go through training processes to enable them to learn and develop 
the required capability and mastery to solve various problems. The learning of 
the neural network is based on the way information travels through networks, as 
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propagated by neurons. The neurons are connected to one other and assigned weight 
values to indicate the importance and value of each connection. The neural network 
observes and learns the information flow, and influence, of the neurons. This can be 
achieved by feed-forward, where learning is performed in a forward sequential format 
from inputs to outputs, or by back-propagation, where the optimisation procedure is 
reversed, starting from the actual outputs and comparing them with the expected 
output, so as to adjust the connection weights with a view to decreasing the error. 
Figure 3 illustrates the functioning of a neural network ensemble.

Figure 3: Neural network ensemble, and its application to malware detection
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A neural network ensemble represents a blend of individual neural networks that 
is aimed at combining various models to generate an environment with strong 

generalised capacity and minimal error (Li et al., 2018). The mathematical formulation 
of the neural network that we developed and tested is as follows:

From Figure 3, let ,  and  represent neural networks 1, 2 and 3, such 
that , 

 and   

Let  denote the weights and  be the network that represents the 
combined output of neural networks,  and . The activation 
function is used to map inputs to output based on the weights of connections 
for inputs as well as biases between neurons (Eger, Youssef & Gurevych, 
2018), such that 
. The neural network ensemble in Figure 3 is therefore presented as follows.

where ,  and  are the activation function, the weight and bias 
vectors respectively. The bias factor helps to influence the outcome of the 
neural network, as well as its behaviour by determining the triggering value 
of the activation function, , hence acting as an anchor  to the network. 

This implies that with this additional parameter, the behaviour of the 
neural network can be adjusted with a view to achieve optimal learning 
and performance. In order to get an optimal neural network ensemble, the 
optimisation of the individual neural networks is vital ( Ju, Bibaut & Van 
der Laan, 2018) and to this end, a memetic algorithm is deployed in this 
work to optimise the search process by exploitation and exploration of the 
search space so as to generate high quality trained neural networks that can 
compose a robust ensemble network.

5. Experiments
The experiments are conducted using the Intel Core i3-4005U @1.70GHz(4 
CPUs), 8GB RAM, 64-bit Operating System. R-programming and MATLAB 
environments are used for the neural network ensemble implementations and analysis. 
The neuralnet Library in the R platform is utilised to train the neural networks. The 
environments are also used to perform memetic optimisation, where global search, as 
well as local search improvements, are done using genetic and tabu search algorithms 
respectively. A stacking approach is used to combine classifiers, so as to synthesise 
estimate outputs from various neural networks and achieve high levels of accuracy 
(Ma, Wang, Gao, Wang & Khalighi, 2018). A single outcome is then produced for 
the neural network ensemble. The optimisation threshold in the neural net is set at 
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0.1, such that if the , the optimisation will automatically 
stop. 

The datasets used are obtained from the Center for Machine Learning and Intelligent 
Systems (2016). The training datasets are multivariate, with both malicious and 
benign features labelled as -1 and +1 respectively. Features are extracted, and data is 
divided into testing and training sets. The algorithm is first trained on the training 
dataset before conducting actual tests, so as to be able to detect malware. The 
mathematical formulation for the training is as follows:

Let  be the learning rate at , which controls the rate at 
which weights update, for each training epoch. 

Feature selection is conducted by memetic algorithm, which helps to avoid premature 
convergence and to reduce data dimensionality and computational resource use, in 
order to achieve faster convergence. The neural network ensemble using a memetic 
algorithm (NNE-MA) is compared with well-known optimisation techniques on 
a similar set of datasets. The techniques are genetic algorithm (GA) (Amjad et 
al., 2018), ant colony optimisation (ACO) (Xu et al., 2018), and particle swarm 
optimisation (PSO) (Liu, Li & Zhu, 2019). The neural network ensemble is then 
combined with each of these techniques for feature selection optimisation, which 
results in, respectively, the NNE-GA, NNE-ACO, and NNE-PSO convergence 
comparisons, as shown in Figure 4.

Figure 4: Convergence comparisons between NNE-MA and NNE with existing 
algorithms

The training error as defined in Equation (9) (presented earlier, in section 3) 
represents the difference between the current output and the desired output, as 
per the labels. The actual output is defined in Equation (11) (presented earlier, in 
section 4), based on weights and bias of neural networks. The error that is generated 
is measured by the difference between the expected and obtained outputs based on 
the specific threshold value. 

The neural network ensemble using a hybrid search (NNE-MA) produces the least 
error across all epochs, as shown in Figure 5. This can be ascribed to the improvement 
in the search mechanism embedded in the memetic algorithm to improve the fitness 
of solutions, as well as to provide a balance between intensification and diversification 
of the search. The tabu search, as presented in section 4, is applied to the solutions 
in the sample, so as to search the neighbourhood of each solution for better fitness 
individuals. 

Figure 5: Error comparisons between NNE-MA and NNE with existing algorithms

Once a better solution is obtained, the current individual is replaced with the new 
solution and this ultimately leads to more accuracy and better quality of the final 
output for the neural network ensemble, which is demonstrated in Figure 5. 

The statistical output in Figure 6 demonstrates a low error mean for the proposed 
algorithm, compared to other methods. There is also less variability in data when 
NNE-MA is applied, as shown by comparisons in the standard deviation. N 
represents the dataset sample. 
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Figure 6: One-sample statistical analysis

The degrees of freedom, which subtract one from the valid sample and the mean 
ratio, are represented by df and t respectively, as shown in Figure 7. Based on the t 
distribution, the p-value in Sig. (2-tailed) indicates a level that is less than the 0.05 
threshold value for determining the significance of the results (Shaffer, 2019). It can 
therefore be inferred that there exists a significant difference between experimental 
results generated by the algorithms in this work. 

Figure 7: One-sample test analysis

6. Conclusions
In this article, we have made the case for a neural network ensemble, based on a 
hybrid search mechanism, for malware detection. The approach combines global 
search and local search heuristics, through a memetic evolutionary search process. 
The tabu search algorithm is used as the local search technique, to improve the 
quality and fitness of solutions through scouring the neighbourhood of each solution 
for better individuals. 

After training the model on malware datasets to learn both benign and malicious 
features, the proposed model is able to detect malicious software and achieve faster 
convergence when compared with existing techniques. In addition, a proper balance 
between diversification and intensification of the search is achieved, which enables 
the algorithm to achieve strong accuracy levels. The experimental results we have 
presented in this article thus indicate that combining several neural networks in an 

ensemble generates strong performance, especially when a memetic algorithm is 
applied to develop solutions and produce optimal outcomes.  

Future work will include creating more algorithmic synergies to improve the ability of 
the search technique to converge towards high-quality solutions, which is necessary 
in today’s rapidly changing and increasingly risk-ridden cyberspace environments.
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1. Introduction
Today’s computer networks involve many entities and components, and not all of 
them are held liable when security breaches occur. During an attack, there is the 
owner of the network who has to defend it, there is the company who sold the 
network owner (one or multiple) potentially vulnerable network defence solutions, 
there is the attacker who exploits the said vulnerability, and there is the person 
who wrote the tool used by the attacker. Today, 100% of the cost of an attack 
falls on the network owner, and this situation needs to change (Schneier, 2000). 
Accordingly, the South African Cybercrimes and Cybersecurity Bill (Department 
of Justice and Constitutional Development, 2016) attempts to enforce and spread 
liability across participants. Pressure to enter the market rapidly leads many entities 
to invest only minimally in security, and to release, for example, network security 
solutions, which sometimes fail and cause attacks, with no-liability legal agreements.
With so many problematic systems in existence, the cybersecurity sector has had to 
evolve from a focus on protection/prevention through firewalls in the 1990s, to a 
focus on detection via monitoring tools in the early 2000s, to the current era’s focus 
on response (Schneier, 2014). This has led to the establishment of the following 
modalities and entities that function as networked teams to detect and respond to 
cyber attacks and serve a constituency or client:

• a security operations centre (SOC)
• a cybersecurity operations centre (CSOC)
• an incident handling team (IHT)
• an incident response centre or incident response capability (IRC)
• an incident response team (IRT)
• a security incident response team (SIRT)
• a security emergency response team (SERT)
• a computer emergency response team (CERT)
• a computer incident response capability or centre (CIRC)
• a computer incident response team (CIRT) 
• a computer security incident response capability or centre (CSIRC)
• a computer security incident response team (CSIRT)
• an information security incident management capability (ISIMC).

The term “team” in the above acronyms has been found to be restrictive (Alberts, 
Dorofee, Killcrece, Ruefle & Zajicek, 2004), due to variation across organisations 
regarding location, structure, responsibilities and services offered to one or multiple 
constituencies. We also view the term “response” to be restrictive, because some 
national or sector-level CSIRTs do not necessarily respond to incidents and might 
merely coordinate other entities; some CSIRTs can end up serving each other, in 
which case they also become a constituency; and some CSIRTs can also serve other 
CSIRTs or constituencies across other sectors.

We prefer and adopt the more appropriate ISIMC acronym (see, for example, 
Stikvoort, 2010; and Haller, Merrell, Butkovic &  Willke, 2011), which refers 
to national or sector-based teams where national ISIMCs should ideally be 
responsible for aiding the establishment of other lower-level capabilities or CSIRTs 
(see Figure 1). An ISIMC provides services and support to a constituency or client 
by preventing, detecting and responding to information security incidents. It also 
undertakes partial liability by endeavouring to protect critical assets and separating 
security services from network infrastructure owners/providers.

Figure 1 does not represent the physical reality and is conceptual at best. Due to 
variation across the different kinds of possible ISIMC implementations, assumptions 
cannot be made regarding the physical locations and relationships within Figure 
1. An ISIMC is not necessarily a building with people in it, and neither is the 
constituency or client being served necessarily based in a physical entity. An ISIMC 
is simply a group of people, regardless of location, who have the capability to provide 
better visibility, incident response, and other services (e.g., alerts), to another group 
of people known as the constituency or client. The constituency, in this context, can 
be broadly defined as “the group of users, sites, networks or organisations served by 
the team” (Brownlee & Guttman, 1998, p. 17).

Figure 1: Example of typical network of ISIMCs

Figure 1: Example of typical network of ISIMCs

Source: Adapted from Mooi and Botha (2015, p. 4)
Note: This figure is an abstraction and does not seek to represent physical relationships.
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The concept of an ISIMC traces its roots back to the late 1980s, with Carnegie 
Mellon University in the US serving as a pioneer (ENISA, 2006). ISIMCs 
consistently face challenges due to the always expanding landscape of network 
security. They require a wide spectrum of tools—e.g., intrusion detection systems 
(IDS), security information and event management (SIEM) software, digital 
forensics kits—with no single tool covering the entire spectrum of requirements. 
These tools need to be combined with people and processes, which is challenging 
without proper guidelines or standards.

In the context of the challenges involved in ISIMC establishment, in this article 
we identify and discuss available  standards,  policies,  procedures  and  best  practices  
regarding  the establishment  and  operation  of national and sector-based ISIMCs. 
We aim to be largely generic, and we do not seek to be exhaustive.

2. Information security
Incident management and response alone will not provide adequate or 100% 
information security. An information security system must continually adapt 
and learn, via periodic assessment, where three requirements should be addressed 
(Schneier, 2014):

• protection: mostly covered by technology with assistance from people and 
process;

• detection: needs equal amounts of people, process, and technology (33% each); 
and

• response: mostly addressed by people with assistance from process and 
technology.

Protection, detection and response are enhanced by confidentiality, integrity and 
availability (CIA), i.e., the information security system must:

• protect information’s confidentiality and integrity by preventing 
unauthorised access, using cryptography and access control;

• detect a change in information’s integrity by verifying that it is not modified 
by unauthorised entities while in transit or at rest; and

• respond to an attack against information or service integrity and availability 
by blocking or banning unauthorised access and/or restoring the system.

Also, confidentiality increases integrity by preventing unauthorised interception and 
tampering, which in turn increases availability. Importantly, these requirements apply 
to all parties involved in ISIMC collaboration networks since the chain is only as 
strong as its weakest link—with attackers exploiting weaker entities to gain access 
to others. Mechanisms that can be deployed to implement CIA are as listed below, 
and it is important for all people who build any information system (e.g., website, 
database, desktop computer workstation) to identify where CIA fits into the design.

• confidentiality:  access-control-lists (ACLs), file permissions, usernames, 
passwords, encryption, encryption key management, safes, gates, doors, 

locks, keys, access cards, biometrics;
• integrity: change management, version control, cryptographic hash functions, 

digital signatures; and
• availability: high availability clusters, fail-over redundancy systems such as 

disaster recovery backups and image-based network boot systems.

Incident management, handling and response
It is important to distinguish between events and incidents (Alberts et al., 2004; 
Brownlee & Guttman, 1998; Shirey, 2000). According to (Shirey, 2000, pp. 150–
151), an event is “an occurrence in a system that is relevant to the security of the 
system”, while an incident is “any adverse event which compromises some aspect 
of computer or network security”. There can be many events in systems that track 
human actions on a network, but only events that compromise CIA can be classified 
as incidents.

Figure 2 (from Alberts et al., 2004) shows how incident management forms a sub-
component of security management. Incident management establishes and maintains 
capabilities such as patch management, configuration management, and security 
policies. These capabilities are utilised (not established) by incident management to 
accomplish its goals. 

Figure 2: Incident management as a sub-component of security management

Source: Alberts et al. (2004. p. 26)
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Figure 3 (also from Alberts et al., 2004) further expands incident management into 
two core sub-components: the service known as incident handling, and the function 
within incident handling known as incident response.

Figure 3: Incident handling and response as sub-components of incident management

Source: Alberts et al. (2004. p. 4)

According to the SysAdmin, Audit, Network and Security (SANS) Internet Storm 
Centre (ISC) (De Beaupré, 2009):

• incident management combines the core service—incident handling—with 
additional services present at higher-level ISIMCs, and is proactive and 
reactive;

• incident handling relates to the communications, coordination, logistics, 
planning and escalation activity required for resolving an incident calmly 
and efficiently; and

• incident response relates to any lower-level technical activity that is required to 
contain and analyse an incident. 

The core service—incident handling, and its sub-function, incident response—can 
be done by the same person/team, but it is better to have each done by a separate 
person/team, to reduce the time spent inside the handling process. It should also 
be noted that handling and response have different skill requirements: incident 
handling requires strong communication and project management skills, while 
incident response requires strong technical networking, log analysis and forensics. 

Key incident management service definitions are shown in Figure 4 (again taken from 
Alberts et al., 2004).

Figure 4: Incident management services

Source: Alberts et al. (2004, p. 4)

A national or sector ISIMC should aspire to providing as many of the services shown 
in Figure 4 as possible. However, it is best to start small, and master the core service 
offerings while designing the organisational structures for future services. Typical 
national and sector ISIMC services include, according to Haller et al. (2011):

• incident handling services;
• incident analysis;
• forensic services;
• network monitoring services;
• malicious code analysis;
• vulnerability assessments;
• research services;
• training, education, and awareness; and
• coordination of responses

3. Methods
We conducted initial searches to identify relevant synonyms that describe incident 
management and response entities. We then constructed multiple search queries by 
combining the identified ISIMC synonyms into search combinations using “OR” 
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and “AND”. Among the keywords used in the searches were: best practice, good 
practice, standards, accreditation, certification, bodies, and body.

Due to the multidisciplinary nature of information security, we constructed additional 
non-information security searches relevant to ISIMC establishment, using terms 
connected to organisational design, tool selection, effectiveness,  performance 
measurement, and human behavior during incident response.

We issued the search queries across IEEE Xplore, Scopus, Science Direct, Google 
Scholar and Google Search, and filtered the returned sources according to their title, 
abstract/summary and conclusion relevance. We traversed the citations forwards and 
backwards to identify subsets of literature, and also filtered these subsets according to 
relevance.

We also interviewed representatives at two South African sector ISIMCs, namely 
the South African National Research Network (SANReN) and the South African 
Banking Risk Information Centre (SABRIC), in order to determine their tooling, 
processes, standards and practices, and also to determine whether they experienced 
similar challenges to those outlined in our identified literature. 

4. Incident management standards
Maturity standards
Maturity standards aim to build trust so that an international network of trusted 
ISIMCs can be linked together once maturity is achieved. ISIMC maturity standards 
also help emerging ISIMCs to measure and increase maturity by offering best 
practices for governance, organisation and operations. The key maturity standards 
listed by the Trusted Introducer (TI) accreditation and certification body are the 
following:

• Security incident management maturity model (SIM3) (Stikvoort,  2010): 
provides 44 high-level parameters/requirements that measure efficient 
ISIMC operations and help teams to think about problems typically faced 
when establishing ISIMCs;

• RFC2350 Appendix D (Brownlee & Guttman, 1998): fill-out form 
template that is completed by ISIMCs, requiring them to state their 
services, whom they serve, and how they can be contacted (compulsory 
for TI certification since May 2009);

• TI CSIRT Code of Practice (CCoP) (Cormack, Kossakowski, Maj, Parker 
& Stikvoort, 2017): provides good practice guidance regarding ethics for 
ISIMCs and prescribes interactions between ISIMCs and their constituents;

• eCIRT.net Incident Taxonomy (Stikvoort et al., 2015): supersedes the older 
taxonomy classification by Arvidsson, Cormack, Demchenko and Meijer 
(2001) and defines incident taxonomy via 11 main classifications (with 
sub-classifications) and guides teams towards configuration of information 

sharing- and ticket/issue-tracking systems; and
• Traffic light protocol (TLP): A Forum for Internet Response and Security 

Teams (FIRST) protocol that provides an intuitive schema for indicating 
when and how sensitive information is shared, facilitating effective 
collaboration (FIRST, 2016). E-mail subjects and document headers/footers 
must be labelled as follows when shared between entities:
◦	 TLP:RED = not for disclosure, restricted to participants only;
◦	 TLP:AMBER = limited disclosure, restricted to participants’ 

organisations;
◦	 TLP:GREEN = limited disclosure, restricted to the community; and
◦	 TLP:WHITE = disclosure is not limited.

These documents constitute certification measurement, whereby accreditation 
needs to be achieved followed by certification. Once maturity is reached, certified 
teams remain within the TI-accredited community for three years, after which 
they need to recertify and prove maintained or improved quality. Certification can 
take three to 12 months. As of May 2019—from an international total of 385 TI-
associated teams—163 had been accredited, one was an accreditation candidate, two 
had had their accreditation suspended, 15 had been certified, 10 were re-certification 
candidates, seven were certification candidates, 11 were re-listing/re-registration 
candidates, 42 were being re-listed, three were listing candidates, and 131 were 
listed (Trusted Introducer, n.d).

Process and procedure standards
The International Organisation for Standardisation and the International 
Electrotechnical Commission (ISO/IEC) 27035 (ISO, 2016) and National 
Institute of Standards and Technology Special Publication (NIST- SP) 800-61 
(Cichonski, Millar, Grance & Scarfone, 2012) international standards provide 
guidance on incident management for large and medium-sized organisations. 
Smaller organisations can use basic sets of documents, processes and routines 
described in ISO/IEC 27035 and NIST-SP 800-61, depending on size, business 
type and risk. ISO/IEC 27035 is composed of three separate documents:

• Part 1: Principles of incident management (ISO/IEC 27035-1-2016) 
describes this general process:
◦	 Plan and prepare: establish an information security incident 

management policy, form an incident response team, source 
funding, get senior management commitment, establish services to be 
provided, select and configure tooling to be used, establish software 
quality plan, testing plan, maintenance plan, establish staff rotation 
and training plan, document all processes;

◦	 Detection and reporting: observe and report events that might escalate 
into incidents;

AJIC 24 - 9-Dec-19 - 17h36.indd   8-9AJIC 24 - 9-Dec-19 - 17h36.indd   8-9 12/9/2019   5:38:23 PM12/9/2019   5:38:23 PM



AJIC Issue 24, 2019The African Journal of Information and Communication (AJIC)     10        11

 Pretorius and Ngejane  Establishment of a National Information Security Incident Management Capability (ISIMC)

◦	 Assessment and decision: assess the situation to determine whether it is 
in fact an incident;

◦	 Responses: contain, eradicate, recover from and investigate incidents, 
where appropriate; and

◦	 Lessons learned: make improvements where required as per incidents 
experienced.

• Part 2: Guidelines to plan and prepare for incident response (ISO/IEC 
27035-2-2016)

• Part 3: Guidelines for incident response operations (ISO/IEC 27035-3-
2016).

Similar to ISO/IEC 27035, NIST-SP 800-61, entitled Computer Security 
Incident Handling Guide, seeks to assist organisations with incident risk 
mitigation by providing guidelines for efficient incident response, management 
process establishment, and information-sharing. NIST-SP 800-61 groups incident 
response management into four phases:

• Preparation: establish and train an incident response team and acquire 
necessary tools and resources;

• Detection and analysis: implement step-by-step instructions and strategies for 
handling every incident type, its documentation, its analysis and its reporting;

• Containment, eradication, and recovery: choose containment strategies, gather 
and handle evidence, identify attacker hosts, eradicate and recover; and

• Post-incident activity: learn from collected incident data and retained evidence.

5. ISIMC challenges and requirements
Establishing a countrywide nodal-point ISIMC network should ideally happen in 
a top-down fashion, beginning with the national ISIMC, followed by sector-based 
and lower-level ISIMCs (Figure 1), to ensure methodology consensus and efficient 
interaction. This is seldom the case, however, as bottom-up approaches usually play 
out in practice because of cybersecurity staff scarcity and lack of public awareness. 
It is therefore common to find lower-level ISIMCs established first, followed by 
coordination efforts from high-level national ISIMCs. Problems then occur when 
higher-level ISIMCs attempt to join existing entities, resulting in requirement 
changes that require multi-directional collaboration.

There also tend to be insufficient security considerations (i.e., CIA considerations) 
by most organisations, which means that in addition to implementing cybersecurity 
correctly and keeping incident information confidential, ISIMCs are also faced 
with the task of making people collaborate in teams by optimising processes that 
cover multiple types of attacks. Also, no widely adopted standard for sharing 
actionable incident information between ISIMC teams exists (Bourgue, Budd, 
Homola, Wlasenko & Kulawik, 2013). ISIMC teams find themselves in classical 
military observe-orient-decide-act (OODA) loops where people assume tools or 

technologies will save them when in fact there is a shortage of tools that maximise 
human capability in the loop. Incident management and response require human 
intelligence, and the security industry is not used to this (Schneier, 2014).

Moving past fundamental security requirements, the problem is one of defining a 
process similar to OODA that conforms to ISO/IEC 27035 or NIST-SP 800-61 
and that synchronises available capabilities so as to produce conducive outcomes 
during attacks. ISIMCs need to be able to share threat and attack information with 
other ISIMCs and constituents, securely and confidentially, where information 
structures should be standardised and with duplication avoided to alleviate the alert 
fatigue often experienced (Van der Kleij, Kleinhuis & Young, 2017). False-positive 
elimination and attack escalation are challenging and cause the most fatigue (Van der 
Kleij et al., 2017) and, if automated, teams can maximise efficiency.

Also, ISIMCs need to pursue and measure effectiveness, since time is scarce during 
attacks. Surveys show that teams tend to be unaware of effectiveness levels because 
measurement is neglected in ISIMC communities (Van der Kleij et al., 2017), a 
phenomenon attributable to a lack of goal definitions against which to measure. 
As noted by Mooi and Botha (2015), additional challenges faced when establishing 
ISIMCs are:

• unclear mandate or mission;
• lack of management support;
• finding investments;
• selecting a revenue model; and
• interacting with, and coordinating, external or constituency parties.

There are a multitude of ISIMC requirements, and they vary according to the particular 
ISIMC. In our analysis, the best model to follow for ISIMC requirements is the 
aforementioned SIM3 model proposed by Stikvoort (2010), which sets out four 
categories:

• organisational requirements;
• human requirements;
• process requirements; and
• tool requirements.

Organisational requirements
It is sometimes assumed that agile structures can be adopted at scale, forgetting 
that bringing in more people introduces collaboration complexity. Human capacity 
to collaborate is by no means infinite, as expressed by what has come to be known 
as “Dunbar’s number”: the argument that an individual’s capacity to meaningfully 
collaborate cannot go beyond approximately 150 individuals (Dunbar, 1992; Wang, 
Gao, Zhou, Hu & Tian, 2016). No matter which organisational structures are 
adopted, Dunbar’s number should not be exceeded per department. With respect to 
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funding, selling information security is difficult, because there is a tendency to avoid 
losses by choosing uncertain risk (i.e., via insufficient information security expenditure) 
over certain loss (i.e., sufficient information security expenditure). Many executives 
take the risk and gamble on the prospect that a breach will not occur. It is thus 
crucially important to communicate the importance of information security to all 
stakeholders.

Human  requirements
Response is mostly human-centric and cannot be fully automated, so technology 
should not replace humans. Technology should, rather, automate as many repetitive 
tasks as possible, so as to maximise human capability and efficiency inside the response 
loop (Schneier, 2014). A generally accepted software development philosophy in 
this context is the “don’t repeat yourself (DRY)” principle (e.g., write log parser 
engines that generate incident tickets from logs, instead of humans generating tickets 
manually).

Process  requirements
Both the ISO/IEC and NIST-SP standards outlined above suggest protection, 
detection and response as core incident management processes, with preparation 
and learning as the beginning and end processes, respectively (where a process is 
covered by both standards, it is up to the ISIMC implementer to choose one of the 
two standards for the particular process—either ISO/IEC or NIST-SP—and adhere 
to it):

• Prepare: Establish an ISIMC (requirements elicitation, information 
gathering, premises, documentation, hardware, software, staff etc.) and 
implement protection mechanisms discussed in section 2 to alleviate 
response workload.

• Detect and analyse: Continually monitor and analyse physical, digital and 
network systems, including their performance, from multiple sources (anti-
virus software, logs, human feedback). Collected information is classified, 
prioritised, filtered and internet correlated to maximise context/visibility. 
Malicious events are escalated into incident software tickets/issues. In 
OODA terms, this represents “observe” and “orient”.

• Decide: This step is difficult and can include containment sub-steps necessary 
to buy decision-making time for eradication and recovery. Depending on 
severity, incident tickets are escalated to executives or passed on to responders. 
A historical database is maintained to facilitate the “learn” phase.

• Respond or act: Action is taken depending on the type of incident, whereby 
staff with the corresponding skills resolve and/or recover affected systems 
and update the incident’s status. If it is a typical incident, its status is 
updated to reflect resolution. If the type of incident has not been 
encountered before, it is also passed on to the “learn” phase.

• Learn: New incident types are analysed as a post-incident resolution activity, 
in order to feed back into the “prepare” phase to determine trends and 
protect against emerging attacks. This learn phase potentially triggers risk 
re-assessments and adjustments to systems and procedures. This is followed 
by a return to the “prepare” phase.

Tool  requirements
A problem with information security tools is that there are too many of them to allow 
for easy comparison and selection, and they are scattered across the requirements 
spectrum. There are tools for prevention, detection, response, visualisation and 
collaboration, and tools that facilitate combinations of these, but there are few 
that scale easily (Bourgue et al., 2013). Having many tools introduces problems of 
configuration maintenance, whereas one comprehensive tool can introduce a single 
point of failure and possibly impair scalability (Bourgue et al., 2013). It is therefore a 
challenge to select tools that adhere to standards—and that, at the same time, are easy 
to use, configure and scale—while providing appropriate SIM3 maturity.

6. Recommendations
In line with the ISIMC requirements set out in the aforementioned SIM3 model 
(Stikvoort, 2010), we now set out some initial recommendations for establishment of 
a national or sector ISIMC that could integrate into a larger national or international 
network of ISIMCs since it is focused on achieving standardisation. This design is 
generic in the sense that it can be adapted easily to achieve many possible collaboration 
hierarchies in addition to the one depicted above in Figure 1. For illustrative purposes, 
we set out the recommendations in alignment with the depiction in Figure 1.

Organisational  structure
In the potential collaboration hierarchy depicted in Figure 1, the ISIMC network 
(points-of-contact) design needs to establish a national ISIMC that coordinates and 
collaborates with sector ISIMCs, with the national and sector ISIMCs sharing 
threat intel with each other in order to build attack awareness and improve critical 
system/infrastructure security. It is assumed that requirements will be canvassed 
and a standardised set of computer systems and software adopted in order to 
reduce workload regarding detection automation, and to reduce development costs. 
Standardised interactions between nodal points reduce uncertainty, which in turn 
aids automation and improves mean time to repair/response/resolution (MTTR). 
Another assumption is that all the ISIMCs agree to use easily integrable tools that 
facilitate incident management (see Figure 3) and interaction between ISIMCs and 
their constituents. 

With those assumptions laid down, we now present a structure that could facilitate 
the network depicted in Figure 1. The aim is to design a baseline that could be 
expanded to eventually provide all the services outlined in Figure 4, if practical. 
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Concretely put, the mandate is for each nodal point to share incident intelligence 
with other nodal points participating in the network, and to collaborate on computer 
security incident response and provide alerts and warnings to the public and other 
nodal points.

A widely adopted initial document used in the ISIMC community, as referred 
to above, is the RFC2350 Appendix D (Brownlee & Guttman, 1998). Since 
Confluence (Atlassian, n.d.-a) (see “Tools” sub-section below) makes use of web 
spaces/pages that can be templated, each team in the network will create a web  
space from a RFC2350 Appendix D template and document team information within 
Confluence.

Another constituency-space template will be created to interface with the serving 
ISIMC, providing easy access to contact details. Each constituent’s space/page will 
link to and display all their incident and alert data, services utilised, communication 
methods, minimum reaction time, elasticsearch logstash kibana (ELK) index/
database number (see “Tools” sub-section below), and authorised team actions—
and constituent network layout if they agree to provide one. Roles and permissions 
(ACLs) will be configured to allow only constituency and responding team access 
to the constituency space/page. All page information will be searchable within 
Confluence, which will reduce MTTR as all data can be easily located by responders 
during incidents.

As represented in Figure 1, this ISIMC network resembles a campus model, where 
a national nodal point acts as the leader and develops and shares auto-detection 
software modules with other constituents and/or sector ISIMCs. These detector 
modules will be configured at the constituencies’ premises (if they agree) to feed 
the ELK stack (Cyphon’s backend—see “Tools” sub-section below) with necessary 
information and to assign an ELK index/database per constituency. Detector 
modules will be configured with read-only permissions through the constituency 
computer systems’ user and group ACLs. 

Each ISIMC will be split into detection and response offices, in the same building. 
If co-location is not possible, the two offices should still be able to collaborate via 
Jira (Atlassian, n.d-b), when improving detector modules, as per responder team 
feedback. All premises will be access-controlled and a Cyphon (Dunbar Security, 
n.d.) auto-detection module will be written to be triggered by unauthorised access 
incidents. The decision whether to decentralise Cyphon’s hosting per constituent, 
or to centralise hosting in one location, can be dependent on requirements and 
the people implementing the capability—provided that all secrets (e.g., database 
credentials, external application programming interface (API) keys, and credentials 
for service-oriented communication) are managed with a tool such as Vault.

Since this design aims for maturity at inception by adopting SIM3 requirements, 
introduction into a worldwide trusted CSIRT or ISIMC network should be possible 
after being audited by accreditation and certification bodies.

Human elements
During preparation, it is not necessary to be fully staffed, and thus it will probably be 
best to start with minimal personnel to lay the groundwork. As our recommendation 
is to automate detection, it will be necessary to hire security-conscious software 
developers, and initially two software developers will be needed with some experience 
in the following:

• network security;
• operating system security;
• penetration testing;
• web and database development security;
• software development; and
• quality management.

Since the Python programming language, Django web framework and ELK stack 
are underlying technologies behind Cyphon (see “Tools” sub-section below), the 
developers will require experience in them. One developer can research detection 
strategies while the other implements and tests the detection modules. They can also 
alternate between research and development, to avoid boredom and to maximise 
staff retention. For tool configuration and maintenance, at least one employee will be 
required with skills and experience specific to:

• ELK stack (Cyphon-specific context would be advantageous); and
• collaboration through Confluence and Jira, and their configuration and 

maintenance.

Incident responder staff are also required. These individuals need technical experience, 
strong analytical ability, and good writing and verbal skills. Staff requirements 
depend on whether the constituency provides a critical web service or merely a web-
independent product. For example, if the constituency served by the ISIMC requires 
a continually available web service, then 24/7 incident responder staff rotation is 
important. But if the constituency builds a hardware product that does not use web 
services, normal operating hours will be sufficient as only their office systems will 
require monitoring.

In the example we are contemplating, 24-hour, 7-days-a-week incident response is 
required, and a staff availability/rotation policy is documented using Confluence. 
Staff members who work on detection software occupy normal full-time employee 
schedules, whereas incident responder staff will divide hours between them to ensure 
24/7 availability. This will initially be minimally accomplished by four responder 
staff members: two manning the war room by day and two at night. On public 
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holidays, one responder will be on call, via virtual private network (VPN) access to 
the constituency’s network and the war room’s incident visualisation dashboard.

Staff retention will be boosted through automation, which alleviates the workload 
often placed on incident responders. A human resources team will periodically survey 
responders and detection developers to ensure staff retention, and Confluence’s 
maintainer will enrol and train human resources staff in creation of the survey task 
tickets that guide the process.

All staff will be trained in Confluence and Jira, since this is where all documentation, 
staff/constituency details, and workflows (ticket types) reside. The CCoP (Cormack 
et al., 2017) and TLP (FIRST, 2016) standards will be documented within Confluence 
and included as staff training. Staff will also be notified, during induction, that they 
should avoid e-mail or telephone communication, and should rather use Slack, which 
is encrypted (see “Tools” sub-section below). All staff must study the policies and 
procedures to which they are granted access on Confluence.

Processes
The ISO/IEC 27035 standard details event-to-incident escalation by either human 
or automated means. Our recommendation is an automated process, via modular 
software units that connect to Cyphon. This transfers the detection, analysis and 
triage responsibility to staff members who continually research attacks and implement 
attack detection in software, thus simplifying the handling process while using 
Confluence to document all processes and actions. Response staff will meet regularly 
with detection developers to share ideas on improvements and standardisation.

The response process will vary per incident type definition (Stikvoort et al., 2015), 
and will be documented alongside escalation procedures according to chains of 
command within the constituency’s organisation. High-risk areas and assets are 
identified and documented using threat models so that detection developers 
correctly triage events to be displayed to responders within Cyphon. This prevents 
confusion when escalating high-risk incidents to executive levels. The escalation 
policy will list at least two contacts (e.g., manager plus executive), in case one of the 
contacts is unavailable.

Incident escalation will flow from Cyphon to Jira, which automatically links to 
the constituent’s Confluence webspace. Users report incidents by registering them 
directly through the constituent’s web space using task items that require critical 
information population into customisable ticket fields. A Jira support ticket is then 
created by ISIMC staff. The protection policy specifies CIA mechanisms/tools 
regarding assets (e.g., servers, war room, employee computers) and lists associated 
risk levels. The constituency is enrolled on Confluence and notified through 
Confluence and Slack chat/voice encrypted channels, as per escalation policy, when 

high-risk incidents occur. By configuring access rights per ticket type or priority, 
Confluence’s ACLs prevent unauthorised staff from viewing and responding 
to confidential incidents. The same ACL mechanism can be used to protect 
confidential documentation that resides on the same system. All incident statistics 
will be extracted from the Jira ticket database and directed towards the constituency’s 
Confluence page, and constituency support requests will be initiated through the 
same information page. Communications with ISIMCs outside of Confluence and 
the national nodal-point network will flow through encrypted e-mail.

The ISIMC response office will define response processes per incident type using 
customisable ticket workflows that ensure process enforcement. Information 
required by incident types will be communicated to the detection office, ensuring 
correct ticket construction. The detection office will provide monthly feedback to 
protection staff, to potentially harden protection mechanisms. Finally, a fallback/
resiliency policy will be specified to detail how tools are backed up and redundantly 
deployed, to ensure availability in case they fail.

Tools
Many existing systems can address the above-mentioned high-level requirements, but 
one needs to select tools with the maximum requirements coverage. Below is a list of 
commonly used issue tracking/ticketing and SIEM-type systems that could facilitate 
incident management:

• Request Tracker for Incident Response (RTIR)
• Demisto community edition
• Open Technology Real Services (OTRS)
• Fast Incident Response (FIR)
• iTop
• Cyphon
• Redmine
• osTicket
• TheHive
• Vtenext community edition
• Sandia Cyber Omnia Tracker (SCOT)

The selected tools should be able to define custom tickets/workflows, due to 
varying department tasks and varying attack resolution processes. Mechanisms that 
aggregate events from multiple sources (e.g., from endpoint agents, network traffic, 
anti-virus logs, firewall logs, threat intel feeds, social media, e-mail attachments 
and logs, user reported input, vulnerability scan logs, internet of things (IoT) events) 
must also be available. Tools that automatically classify, triage, and filter false positives 
through developer-defined rules and create incident tickets, to improve MTTR, are 
also needed. These tools should also be able to allow read-only access to internal 
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or external ISIMCs or other external entities, since established services could be 
provided to other ISIMCs or organisations in the future.

In summary, the selected tools need to be scalable, configurable, and able to absorb 
changing requirements. Fortunately, there are appropriate tools available, and one 
such tool that we have identified is Cyphon, by Dunbar Security. Cyphon deals with 
the lower-level detection and response tasks and has the ability to create incident 
issues/tickets inside higher-level collaboration tools such as Jira and Confluence, 
both developed by Atlassian. By combining Confluence, Jira and Cyphon, much of 
the lower-level detection automation and orchestration can be addressed, along with 
higher-level collaboration required by non-technical staff and the served constituency. 
Cyphon utilises the ELK stack (Elastic, n.d), which is flexible and scalable, provided 
that dedicated staff attend to its configuration and maintenance. 

The CIA of the tools’ information needs to be ensured during deployment, and their 
hosting can be outsourced to security-conscious cloud services. Confluence facilitates 
listing and searching all staff, assets, policies and supporting documentation, 
whereas Cyphon provides constituency network monitoring and visibility. Cyphon 
can integrate many existing tools, such as Splunk and even security camera events 
e.g., office movement when staff members are on leave. Confluence can interface 
with constituencies by creating publicly accessible web spaces/pages, where alerts, 
announcements, and technology watch information (Figure 4) can be published 
without manual web development, reducing the need for email. Team communications 
via Slack chat can be integrated into Confluence, provided all staff have screen 
authentication/lock activated on their mobiles (as documented in an acceptable use 
policy).
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